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Figure 01 The	authors,	Duy	Bui,	2024
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Abstract

On Radar is a spatial computing app designed and built 
for Apple Vision Pro. Within the app, young people encounter 
the research of medicinal radiochemistry tailored for muse-
ums and exhibitions. By building radiotracers on their own, 
they engage with hands-on research through learning by do-
ing – all while being in an immersive space where virtual 
chemical components blend with the real-world surrounding. 
They discover, follow, and learn: Inputs in their purest form 
– our eyes and hands – bring science closer than ever for the 
future student we dare to inspire.

Our project addresses fields of social, educational, and 
technological relevance. We asked ourselves how the field of 
medicinal radiochemistry can be showcased in a museal con-
text for a young target audience to understand and interact 
with. In addition, we questioned the role of spatial computing 
as a suitable form of scientific communication.

In dialogue with specialists from the field of medicinal 
radiochemistry, scientific communication and education, 
spatial interaction and visualization methods were evaluated 
to break down complex matters for young visitors to unlock 
curiosity for.

The outcome of research, conceptualization, and de-
velopment results in an app for which a foundation for the 
spatial computing platform visionOS as well as a case study 
for medicinal radiochemistry has been set.

Keywords

Apple Vision Pro, Spatial Computing, Radiotracers, 
Science Communication, Museum Visit
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Figure 02 Additional	teaser	image,	authors	work,	2024
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Figure 03 Apple	vision	pro	headband,		authors	work,	2024
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Abbreviations 

Abbreviation
Definition

AI Artificial Intelligence, as in the intelligence 
exhibited by machines, particularly com-
puter systems, which are designed to per-
form tasks typically requiring human intel-
ligence, such as visual perception, speech 
recognition, decision-making, and lan-
guage	translation.	(Wikipedia	contribu-
tors,	2024b)in	its	broadest	sense,	is	intelli-
gence exhibited by machines, particularly 
computer systems. It is a field of research 
in computer science that develops and 
studies methods and software that enable 
machines to perceive their environment 
and uses learning and intelligence to take 
actions that maximize their chances of 
achieving defined goals. Such machines 
may be called AIs.\nAI technology is wide-
ly used throughout industry, government, 
and science. Some high-profile applica-
tions include advanced web search en-
gines (e.g., Google Search

AR Augmented reality, as in any case in which 
an otherwise real environment is aug-
mented by means of virtual, comput-
er-generated	objects.	(Hayward,	2008)

ARKit A framework for developing augmented 
reality experiences on Apple platforms. 

10Abbreviations 
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API Application Programming Interface, A con-
tract that defines how two applications 
communicate together and how they han-
dle	the	requests	and	responses.	(Wikipe-
dia	contributors,	2024a)offering	a	service	
to other pieces of software. A document 
or standard that describes how to build or 
use such a connection or interface is 
called an API specification. A computer 
system that meets this standard is said to 
implement or expose an API. The term API 
may refer either to the specification or to 
the implementation. Whereas a system’s 
user interface dictates how its end-users 
interact with the system in question, its 
API dictates how to write code that takes 
advantage of that system’s capabilities.\
nIn contrast to a user interface, which 
connects a computer to a person, an ap-
plication programming interface connects 
computers or pieces of software to each 
other. It is not intended to be used directly 
by	a	person	(the	end	user)

Create ML An Apple framework that enables devel-
opers to train and deploy machine learn-
ing models on macOS devices in a us-
er-friendly	way.	(Apple	Inc.,	2024)
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go tec! A foundation dedicated to promoting 
STEM education among youth in the 
Schaffhausen, Switzerland. 
Go tec! Provides resources and support 
for educators in integrating technology 
and technical skills into school curricu-
lums.	(go	tec!,	2024)

HCI Human-Computer Interaction, as the 
study of completing a task on a computer. 
HCI deals with the design, implementation 
and evaluation of the interaction of hu-
mans	and	computers.	(Kim,	2015)hu-
man-computer	interaction	(HCI

LONG 
NIGHT

Zurich’s Long Night of Museums is an an-
nual cultural event where museums across 
the city stay open late, offering special ex-
hibitions and activities from evening until 
early	morning.	(Zürcher	Museen,	2024)

MR Mixed Reality, a term that includes both 
augmented	reality	(AR)	and	virtual	reality	
(VR).	(Hayward,	2008

RealityKit An advanced augmented reality frame-
work developed by Apple with tools for 
photorealistic rendering, animations, and 
physics.	(Apple,	Inc.,	2024m)

12Abbreviations 
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Science 
Pavilion
 

The Science Pavilion UZH museum pro-
motes research the research conducted of 
the University of Zurich’s Faculty of Sci-
ence and is located at the Irchel campus in 
Zurich, Switzerland. 

SDK Software Development Kit, An SDK is the 
culmination of tools that are required to 
develop software for a particular soft-
ware.	(Wikipedia	contributors,	2023)

SwiftUI SwiftUI is a Graphical User Interface 
framework that allows the building of in-
terfaces	across	Apple	platforms.	(Apple,	
Inc.,	2024p)

visionOS An operating system by Apple designed 
for spatial computing on Apple Vision Pro. 
It utilizes SwiftUI and RealityKit to create 
immersive	AR	experiences	through	3D	
rendering and advanced sensor integra-
tion.	(Apple,	Inc.,	2024r)

VR Virtual Reality, as in an environment where 
users are completely immersed in a syn-
thetic,	interactive	world.	(Hayward,	2008

13 Abbreviations 
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WWDC The worldwide developer’s conference 
(short	WWDC)	is	a	yearly	event	held	by	
Apple Inc. where hundreds of developer 
community members, student scholars 
and Apple engineers meet to talk about 
the latest product updates or launch an-
nouncements.	(Wikipedia	contributors,	
2024e)

Xcode Xcode is Apple’s integrated development 
environment that offers tools for creating 
apps for iPhone, iPad, Mac, Apple Watch, 
and	Apple	TV.	(Apple,	Inc.,	2024u)
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Figure 04 Close	up	antibody,	authors	work,	2024

Abbreviations 15

On Radar Bachelor Interaction Design



Introduction

It was not long ago when museums were a place only 
elitist people could enter and visit. Over the past few de-
cades, it has become one of the most important touristic at-
tractions. Evermore, whole institutions dedicate and invest in 
public outreach where everybody can partake in exhibitions 
of social, educational, cultural, or scientific interest.

In this museal context, science communication plays a 
central role in reaching a broad audience with the goal of 
reaching	 1.)	 awareness	 in	 the	 advancements	 of	 research	
fields	and	2.)	exposing	the	matters	addressed.	These	goals	
influence health, education, innovation, and cultural appreci-
ation. 

However, communicating science not only means in-
forming the public about recent discoveries. It means recog-
nizing the significance of scientists, showing stance in com-
batting the spread of fake news, realizing it is not a 
competition and empowering society to meaningfully partic-
ipate in it. 

(Vermeeren	et	al.,	
2018)

(National	Academies	
of Sciences, Engi-
neering, and Medi-
cine,	2017)

(National	Academies	
of Sciences, Engi-
neering, and Medi-
cine,	2017)
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In early conversations with the team from the Science 
Pavilion UZH museum, we found out how many more scien-
tific projects lie behind acta due to its complex nature. In this 
project, we chose the field of medicinal radiochemistry to go 
through the process of explaining a topic that has not gained 
further outreach at a museum yet. We knew that the context 
in which the research projects are situated in depend on fac-
tors such as visitor demographic, its interests, knowledge, 
and duration of visit.

In the following pages, we present our cooperation 
partner, the Science Pavilion UZH museum, alongside our 
collaboration partner, HollandLab. We outline our motivation 
for building an app project and present the chosen method-
ological approach based on the background and context that 
lays the ground for science communication through spatial 
computing.

(National	Academies	
of Sciences, Engi-
neering, and Medi-
cine,	2017)
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Partner
Cooperation Partner

Science Pavilion UZH museum

The Science Pavilion UZH museum, located at the Irchel 
campus of the University of Zurich, showcases research 
done at the university’s Faculty of Science. It is supervised 
by a team of fellow researchers, instructors and students 
dedicated in spreading and promoting the science conduct-
ed at the faculty in an accessible and diverse way. 

The museum offers guided tours for individuals, groups 
or classes and is of free admission. Its location serves as a 
popular spot for showcasing the university as a place to 
study. Most classes visit the museum as part of an excursion, 
helping aspiring students decide which tertiary educational 
path they would take.

Exhibitions are curated to mediate a wide range of 
fields, from biology over anthropology to geography, through 
interactive installations or guided augmented reality comple-
mented by audio or video.

(Science	Pavilion	
UZH,	2024)

(Science	Pavilion	
UZH,	2024)

(Science	Pavilion	
UZH,	2024)
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Figure 05 Science Pavillion building, Michele Di Fede,
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Collaboration Partner
Holland Lab

HollandLab is a research group at the University of Zu-
rich’s Chemistry Department lead by Prof. Dr. Jason P. Hol-
land. Their research is focused on the synthesis, develop-
ment, and production of radiotracers in a medical context 
with its application found in the imaging and treatment of 
cancer. Projects are of highly interdisciplinary nature: they 
interface with chemistry, biochemistry, and molecular medi-
cine. In assisting us with the understanding of the research 
conducted, we had direct contact with two PhD students 
from Holland’s group: Eda Nisli and Jonas Genz . (Holland,	2024)

20Collaboration Partner
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Figure 06 laboratory	UZ	I	5,	Luca	Zanier,	2021
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Stakeholder Map

Research is an interdisciplinary field where many par-
ties have a stake. So is its communication and visualization. 
It can function as an advertisement of the capabilities of all 
institutions involved. For the realization of this project, all in-
stitutions had a stake in the outcome.

The following stakeholder map shows how each of our 
partners were included in this project, serving as a represen-
tation of responsibility and inclusion. All involved partners 
included in the stakeholder map are named. When dealing 
with the matter of communicating and visualizing scientific 
research for a museum showcase, we have to recognize that 
all institutions, namely the Zurich University of the Arts and 
the University of Zurich, will have a stake in the outcome.

As the authors of this Bachelor’s project, our involve-
ment had the most influence and stake in the project. Jonas 
and Eda were hands-on and involved as well. They had espe-
cially high influence on the result of the project, as it was 
clear from the get-go that our visualization had to be scien-
tifically accurate. When a prototype or sketch was not up to 
the scientific standard, we had to change it and had not much 
leeway. Our mentors Paulina Zybinska and Jürgen Späth had 
a high influence. They, on the other hand, were our guidance 
from an Interaction Design perspective.

22Collaboration Partner
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Figure 07 Stakeholder	map	with	all	parties	involved,	authors	work,	2024.
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(Apple,	Inc.,	2023a)

(Apple,	Inc.,	2020b)

(Apple,	Inc.,	2023c)

Motivation
Intended Outcome and Contribution

Advances in Computer Vision reshape how we interact 
with the world. This brings challenges as well as new oppor-
tunities. For us designers, new platforms are constantly on 
the	radar.	And	with	the	reveal	of	Apple	Vision	Pro	on	June	5th,	
2023,	we	observe	the	dawn	of	a	new	spatial	computing	plat-
form.	I	(Lukman)	was	lucky	enough	to	attend	WWDC	on	that	
day in person and contemplate the choice of platform for a 
Bachelor’s project in Interaction Design early on.

With every new and enhanced spatial capability Apple 
Vision Pro brings, the dealbreaker is its tight integration to 
the existing development environment Xcode that is already 
used for developing apps on iPhone, iPad, and Apple Watch. 
Even more, the user interface of the new spatial operating 
system	visionOS	is	based	off	SwiftUI	–	Apple’s	framework	for	
building user interfaces programmatically for all existing 
platforms	since	its	introduction	in	2019.	As	soon	as	the	latest	
beta of Xcode with visionOS support came out, I began ex-
ploring around. 

Additionally, a new developer program was introduced 
to facilitate the process for designers and developers. With 
Reality Composer Pro, Apple promises to enhance the work-
flow for arranging, editing, previewing, and loading imported 
3D	assets	to	the	codebase.

Audrey and I both recognized the potential and possi-
bilities spatial computing, with its new tools to develop and 
design, unlock for us. We teamed up to complement on each 
other’s fields of background in software development and 
graphic design to take the early chance and adopt our project 
to the Apple Vision Pro. A few weeks after the keynote, the 
project was grounded with a cooperation with the Science 
Pavilion UZH museum. 

24
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Figure 10 Apple	Park,	author’s	work,	2023.

Figure 09 Apple	CEO	Tim	Cook	on	stage,	author’s	work,	2023.

Figure 08 Apple	Vision	Pro	at	the	Steve	Jobs	Theatre,	author’s	work,	2023.
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And with that, we saw the next big opportunity this 
Bachelor project could take with it: To bring the work that ex-
cites the everyday researcher closer to the public and for it 
to understand its social relevance. Challenge accepted.

The intended contribution for our project will therefore 
be split into two parts. First, we want to intervene in a chosen 
research field and bring its outcomes and values closer to the 
public in a broken-down manner, highlighting its social, med-
ical, and political relevance. Second, and from a technologi-
cal and design point of view, we both set foot into the era of 
spatial computing and design an app for the Apple Vision Pro 
around our chosen research topic.

26Motivation
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Chapter Overview

In ‘Research’, we lay the theoretical ground and identify 
gaps of intervention with related works of similar nature to 
situate our app in. We then define our approach with chosen 
methodologies suited for the conceptualization and develop-
ment of our project.

‘Concept Development’ discusses the ways in which we 
identified pain points through observations, including the 
Science Pavilion UZH museum and the Technorama science 
museum. We test our assumptions against a workshop with 
the researchers from HollandLab and address important de-
sign decisions that have come along the way. 

In parallel, the app’s storyboard, accompanied by rapid 
prototyping methods, has been developed addressing the 
justification for spatial computing, selection of immersion 
and content for our app.

’Project Development’ documents the design and de-
velopment of On Radar. We test the information architecture 
and user flow with  the Science Pavilion Museum staff, group 
members of HollandLab and in a classroom setting with our 
targeted audience at go tec! 

We conclude the project in ‘Conclusion and Reflection’, 
reflecting on our process, outcome, shortcomings, and fu-
ture possibilities.

27 Motivation
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	(Hassan,	2023)

(Schaffer	et	al.,	2011)

Research
Background and Context

Spatial Computing
Human Computer Interaction

One of the earliest interactions with computers can be 
found in the Command Line Interface. The user gets a simple 
text input, where the language of the computer is spoken. By 
typing out the commands, the actions are performed. Com-
mand Line Interfaces are still in use today. As it is a very ef-
ficient way of communicating with a computer, a Command 
Line is a great tool for repetitive and high volume tasks.

With the implementation of GUI’s, a wider range of po-
tential users could interact with computers through graphical 
elements like tabs and buttons. With the easier interaction, 
users lost speed. By implementing shortcuts, two layers of 
interactions were present. While professionals relied on 
shortcuts, hobbyists interacted with the computer through 
GUI’s. 

The next step was for users to communicate via com-
puters. This became possible with the internet. Explaining 
the internet was a challenge for designers and developers. 
Functionalities like “downloading” and “uploading” had to be 
explained to users, without requiring a full technical break-
down. Selective information became the norm, where only 
the core functionalities got explained. Private companies like 
Google & co fulfilled the need for sifting through information 
on the internet.

With handheld computers, Human-Computer Interac-
tion became more intimate. Users could take their computers 
everywhere, integrating them into daily life. This shift brought 
challenges for designers and developers, as users had to 
learn new, gesture-based interactions using their fingers. 
The screen became the central input and output surface, 

28Research
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requiring simplicity. Companies like Apple excelled by mak-
ing handheld computers easy to use, understanding they 
would become a bodily extension of the user. Mobile com-
puting rapidly became essential and remains so today.  
Human-computer	interaction	(HCI

The next step from mobile computing was bringing the 
computer closer to the body. Technology became smaller, 
collecting both active and passive data from the user. Wear-
able devices gather and interpret body data, enabling user 
interaction. Bluetooth transmission, proven with headphones 
in	 2007,	 spurred	 widespread	 experimentation	 with	 wear-
ables.	 With	 portable	 computers	 (mobile	 phones)	 already	
common, Bluetooth enabled seamless data transfer between 
wearables and phones. These devices offered the advantage 
of hands-free interaction, becoming popular in outerwear. 
However, they lacked intuitive and efficient on-device inter-
action methods.

Voice and natural language processing addressed the 
challenge of interacting with tiny tech. Voice assistants like 
Siri	and	Alexa	are	recent,	but	voice	recognition	dates	to	1952	
with Bell Labs’ “Audrey”. This machine, occupying a six-foot-
high relay rack, recognized phonemes. Voice assistants offer 
a human-like interaction, making computers more accessi-
ble, especially for users who cannot interact physically. They 
can perform many actions but still suffer from inaccuracy, 
particularly in non-English languages. In augmented reality, 
gestures play a crucial role, allowing users to stay immersed 
in the virtual world while staying anchored. Gestures that are 
learned and performed help maintain user focus on their sur-
roundings. 

Virtual Reality refers to the qualities of a computer pro-
gram. The most important ideal of a VR program refers to the 
alteration of perception of the user. The Alteration through 
engineering is more important than if the environment feels 
real or is virtual. In that notion, one of the proposed terms for 

(Kim,	2015)

(Müller	&	Wiedemann,	
2023)
(Reliance	Digital,	
2019)

	(Moskvitch,	2017)	

(Mynatt	et	al.,	2010)

	(LaValle,	2023)
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the field of VR is “perception engineering” A crucial aspect of 
VR is interactivity. The VR experience depends on actions 
taken by the user. The user has partial control over what is 
happening in the experience. Some of the actions, that the 
user takes, transfers to the VR realm. VR comes in several 
levels of realness. Realness in the sense, that the experience 
is as closely to the real word. The appropriate level of real-
ness depends on the task that the developer/ designer wants 
to accomplish with VR. A higher rendition of realness usually 
comes with higher development costs and time, as well with 
higher hardware requirements. It is important to define the 
task the program has to serve, so the VR experience can ful-
fil that task and does not get clocked up with an inappropriate 
amount of “realness”. 

VR can be captured or rendered: Captured VR refers to 
the	capture	of	360°	videos,	that	can	be	the	texture	for	the	
environment.	Rendered	VR	refers	to	3D	environments	through	
which the user can move. Captured VR is for experiences, 
where the user is quite static, but a high level of similarities 
to the real world is desired. The experience is more scripted 
and less dynamic. Examples would be speaking courses and 
training courses. Rendered VR looks generally synthetic, but 
gifts full interactivity. The user can move through the envi-
ronment and is not restricted to everything captured. Ren-
dered VR is generally used in games and interactive online 
experience like the metaverse and VR chat.

Even though Artificial Intelligence has made strides in 
the months that led up to the writing of this Bachelor thesis, 
it will not take up a crucial part. Regarding HCI Artificial Intel-
ligence can be understood as a feature that has the potential 
to enhance every stage of HCI. From predictive text comple-
tion to complex GUI assistance, AI will have a large hand in 
the future of HCI. The current, sometimes clumsy implemen-
tation of AI in current HCI shows, that a new challenge is upon 
designers and developers.
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There are further ways of Human-Computer Interac-
tions being developed. These aim to intertwine the human 
and the computer in further ways. With the goal that the hu-
man and the computer can benefit from the full potential of 
each other. Honorable mentions are Brain-Computer Inter-
faces. These devices aim to completely dissolve the barrier 
between the human brain and the computer. These ideas 
have been discussed in the field for a couple years now but 
have not yet been implemented in a non-medical way. 

Apple Vision Pro

Spatial computing aims to free the computer complete-
ly of its physical hardware. The computer itself and its inter-
face should be able to communicate freely and seamlessly 
with the world around it. In its ideal implementation, the user 
should not realize that they are currently using a computer. 
The computer blends with the surroundings. This gets 
achieved through a vast array of sensors and cameras in the 
device. A clever use of interfaces and user experience is cru-
cial to achieve the blended look. There seems to be an un-
canny valley when it comes to interaction. When the model 
behaves too little and too much like the real world, the user 
can get irritated and disorientated. There does not seem to 
be much study on this topic, but the existence of phenomena 
like VR-sickness points to a phenomenon like that.
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Apple	 Vision	 Pro	 was	 announced	 June	 5th,	 2023,	 at	
WWDC	and	later	released	on	February	2nd,	2024,	starting	in	
the US only. It is a wearable spatial computing device users 
look through and primarily interact with eyes, hands, and 
voice. It features physically moving lenses, infrared eye 
tracking, hand scan, and a new operating system visionOS. It 
is powered by the Apple R1 chip that processes light condi-
tions, passthrough latency close to real time, colors, and 
brightness. 

With a similar look to iPadOS, apps on visionOS there-
fore feel familiar to the apps we already use on iPad, iPhone, 
and Mac but in a new design language. The new glass inter-
face design paradigm makes windows blend with the re-
al-world.

visionOS

In visionOS, we define three characteristic building 
blocks that make up a spatial computing app: Windows, Vol-
umes, and Immersive Spaces. 

Windows are the most familiar elements we know from 
the desktop from forty years ago, allowing us to have a visu-
al representation of multiple programs opened. These win-
dows can – just as on the desktop screen – be resized and 
moved in space. Windows are made up of two-dimensional 
UI	elements	and	can	include	3D	objects.

Volumes, on the other hand, give the windows a third 
dimension on the Z-axis and allow incorporating more ad-
vanced	3D	visualization	that	can	be	integrated	together	with	
UI elements and made interactive. They can also be rear-
ranged in real space. 

(Apple,	Inc.,	2023b,	
2024b)

(Apple,	Inc.,	2024f)

(Apple,	Inc.,	2024r)
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Figure 13 Immersive	space	Apple	Vision	Pro,	authors	work,	2024

Figure 12 Volume	Apple	Vision	Pro,	authors	work,	2024

Figure 11 Window	Apple	Vision	Pro,	authors	work,	2024
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	(Apple,	Inc.,	2024g,	
2024j)

(Apple,	Inc.,	2024e)

Even though the visionOS user interface design system 
is based on iPadOS, there is new territory to be examined, 
namely Volumes and Immersive spaces. 

Volumes, compared to windows, give the additional 
depth	we	did	not	have	before.	This	means	that	virtual	3D	ob-
jects can be displayed that act as windows but include a 
Z-axis in space.

With Immersive Spaces, visionOS provides three levels 
of immersion: mixed-, progressive - and full Immersive Spac-
es	(equivalent	to	virtual	environment	systems).	A	full	Immer-
sive Space takes up the whole real environment and covers 
it with a virtual skybox. In a mixed Immersive Space. the user 
still has the real environment in sight but with additional vir-
tual	3D	objects	in	the	app’s	environment.	Progressive	Immer-
sive Spaces allow control of how much the real-world envi-
ronment gets covered by a virtual skybox.

Key Features

One of the first defining characteristics of visionOS is 
the so-called Persona, as in a digitally reconstructed version 
of the wearer. After scanning eyes, hands, and facial expres-
sions from outside the device with the device, the user can 
virtually represent themself in group calls. It is a one-time 
setup and scans only the hands and face of the wearer, but 
not the whole body.

Spatial Audio was already a highly anticipated feature 
that shall complement augmented reality in the early days, 
and Apple Vision Pro transforms the binaural sound with its 
auditive spatial capabilities: sound plays from wherever loca-
tion in space the app is located in. 
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	(Lamb	et	al.,	2020)

When it comes to the physical bounds of a display, be it 
on the phone, laptop or external display, Apple Vision Pro 
frees the constraint of screen real estate. On visionOS, Win-
dows and Volumes can reside anywhere the users want them 
to be. And with Passthrough, people around the wearer still 
appear from the outside, even within an Immersive Space.

In an effort to enhance the social aspect while wearing 
the device, Apple Vision Pro includes a lenticular film on its 
outer screen to display the eyes of users when having eye 
contact with EyeSight. Upon creating ones Persona, the 
scanned eyes are also used to be shown through a glow to 
make them appear like its sunk in wearer’s face.

Radiotracers

Medicinal radiochemistry is a research field in medical sci-
ence and chemistry that focuses on the development and pro-
duction of radiotracers with its primary goal to diagnose and treat 
cancer. These radiolabeled compounds are designed to target 
specific antibodies. A radiotracer can be synthesized in such a 
way that enables precise localization and treatment of a specific 
disease and allows characterization of different kinds of cancer. 
Next to designing the drugs that target very specific kinds of 
cancer, radioactive nuclides are attached which emit gamma 
rays for researchers and medical personnel to detect. character-
isation and application of radiolabelled compounds for use in di-
agnostic and therapeutic medicine requires a diverse skill set. 
This article highlights a selection of our ongoing projects that aim 
to provide new synthetic methods and radiochemical tools for 
building molecular imaging agents with various radionuclides 

Compared to radiation therapy, a treatment method in 
which patients get exposed to radiation with the risk of serious 
side-effects, radiotracers are injected into the body that travel to 
only specific parts of it. This helps doctors more precisely locate 
where	the	tumor	is.	(Hall	et	al.,	2022;	Lamb	et	al.,	2020)computed	
tomography	or	magnetic	resonance	(M)R

(Apple,	Inc.,	2023b)

Apple,	Inc.,	2024s)
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(Falk,	n.d.)

	(National	Academies	
of Sciences, Engi-
neering, and Medi-
cine,	2017)

	(National	Academies	
of Sciences, Engi-
neering, and Medi-
cine,	2017)

Museum Visit

Understanding the motivations of museum visitors is 
crucial in order to tailor experiences that meets the visitor 
needs better, enhances engagement and learning. Ap-
proaching the visit in a form of dynamic and context-specific 
nature compared to traditional demographic-based segmen-
tation allows museums to focus on identity-related motiva-
tions such as learning, the likelihood of repeat visits, positive 
feedback loop and further engagement. 

In the context of our project, the Science Pavilion UZH 
museum will be our outlet for not just interested people but 
the future generations to come. By make engagement with 
complex matters simplified, we aspire to communicate me-
dicinal radiochemistry in a way that gives those visitors more 
context over what to expect in a potential study and how it 
will	impact	society.	(Falk,	n.d.)

Science Communication

Science is deeply embedded in our lives. We increas-
ingly integrate scientific information with personal values in 
some form to make informed decisions. An effective commu-
nication of science is central. These outreaches possess dif-
ferent approaches, depending on whether its goal is to in-
form, persuade or engage us.

One challenge in science communication is the combat 
against misinformation. In our case, especially when dealing 
with a research field that draws form other domains, it is one 
of our uppermost values to uphold scientific accuracy when 
presenting our final outcome to the public. 
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Figure 14 Laboratory	HollandLab,	authors	work,	2024.
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	(Rodríguez	et	al.,	
2021)

(Rodríguez	&	Abriata,	
2024)

Design Review

MoleculARweb 

is a web-based augmented reality platform that visual-
izes virtual representations of chemical formulas in the real 
world surrounding. Developed at EPFL and through interna-
tional collaboration, it has established as a cost-effective, 
accessible, and interactive platform where students and ed-
ucators build their own molecules. The platform features 
over twenty activities covering molecular shapes, atomic and 
molecular orbitals, hydrogen bonding, protein structures and 
more and is available in multiple languages.

The most interesting aspect of this web-app is that ev-
eryone can build their own structural formulas. A nice feature 
is the premade examples section everyone can select and 
immediately preview with their camera. An earlier version re-
quired	physical	tokens	to	be	scanned	in	order	to	show	the	3D	
molecular structures, but newer versions of the site no longer 
require them. 

What are Molecules?

As part of the meanwhile discontinued Google Expedi-
tions platform, this project presented molecular visualization 
in AR, illustrating the practical applications of AR in science 
education and highlighting its role in visualizing complex 
concepts. 

There are many more topics ranging from various fields 
of science, and the web-based version narrates these topics 
in	broken	down	chunks	guided	 through	 “scrollytelling”:	As	
the reader scrolls, new pages appear that explain and evolve 
the topic in a chronological order.
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Figure 16 What	are	Molecules?	(Vida	Systems,	2023)

Figure 15 What	are	Molecules?	(Vida	Systems,	2023)
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(Merge	Labs,	Inc.,	
2023

(Merge	Labs,	Inc.,	
2023

(DAQRI,	2023)

(Ha,	2019)

The strongest aspect we recognize in this work is less 
the AR aspect, but its method of narration. We could see tak-
ing this approach – in breaking down a topic smaller parts and 
presenting it along the flow – along our conceptualization 
process. 

Figure Merge Cube ED

Merge Cube showcases practical educational imple-
mentations of AR and demonstrates its potential in fostering 
immersive and interactive learning experiences through 
physical cubes. The overall service is made up of a physical 
cube and companion apps. 

Paired with various Merge EDU apps like Merge Explor-
er, Merge HoloGlobe, Merge Object Viewer or Merge Scan-
ner,	students	can	interact	with	virtual	3D	content	and	simu-
lations when holding their tablet above the Merge cube. 

We like how one physical object can be incorporated 
with multiple apps. This is especially a strong use case when 
dealing with many platforms, such as Android and iOS devic-
es.

Elements 4D

Gone	bankrupt	in	2019,	Daqri’s	Elements	4D,	similar	to	
the Merge Cube, provided foundational understanding of AR 
applications in education, specifically in chemistry, that is 
accompanied by a physical object. The service is made up of 
a set of physical cubic objects and a companion app bringing 
them to life. 

Elements	4D’s	most	interesting	part	is	its	interplay	when	
interacting with multiple physical objects. In the context of 
chemistry, combining two or more chemical parts informs the 
learners how reactions are formed. 
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Figure 18 Elements	4D	(DAQRI,	2014)

Figure 17 Merge	Cube	EDU	(Merge	Labs,	Inc.,	2023)
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(Artivive	GmbH,	
2024)

(Apple,	Inc.,	2017)

Artivive

Artivive is an augmented reality app that scans for spe-
cific graphics to anchor a virtual, moving layer on top of. It is 
mostly used for museums, exhibitions, and art installations. 
With an application, visitors can hold their camera above an 
artwork of interest. This livens it up with additional anima-
tions, giving more context and depth about what the artist 
wants to showcase.

This intervention is done in a less insistent way, so the 
observer can enjoy the artwork with or without the addition-
al layer of computing and interaction.

The Apple Park app 

The Apple Park app allows the user to grasp the extent 
of the Apple Park, prepositioned to a smaller scale model. 
With the use of augmented reality, an additional layer of in-
formation is placed on the model and shows the Apple Park 
Building and its environment anchored to the model. 

This app makes great use of the illusion and play with 
scale. By bringing the massive building closer to the scale of 
the observer, one can start to grasp the dimensions and de-
tails condensed on this space.
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Figure 21 Figure		Apple	Park	app,	authors	work,	2023

Figure 20 Figure		Apple	Park	app	(Swift,	2023

Figure 19 Figure		Artivive	(Artivive	GmbH,	2023
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(Aliaga,	1997;	Feiner	
&	Macintyre,	1993)	

(National	Academies	
of Sciences, Engi-
neering, and Medi-
cine,	2017)

(Apple,	Inc.,	2024b)	

Conclusion

While we do not see apps alone justifying the need for 
Apple Vision Pro, it is its hardware capabilities it promises we 
anticipate combining our project with. To make augmented re-
ality systems most compelling, virtual object layers have to 
seamlessly and meaningfully blend with real-world objects 
that enhance the user’s perception and knowledge. We have 
assessed six related projects that showcase these connec-
tions between the physical and the digital in different ways.

We	are	most	inspired	by	the	work	Rodríguez	et	al.	have	
realized with MoleculARweb. But the fact that a person can 
create any chemical formula meant that these objects had to 
be used in some context, especially in an educational environ-
ment, to be of any means. We therefore assume that existing 
pre-knowledge is required to make most use of this.

Apple Vision Pro is the first spatial computer Apple claims 
users do not look at, but through. However, it is important to 
note that the actual world looked through is still a reconstruct-
ed camera feed, rendered by two displays with such a high 
pixel display density, dynamic range and shutter speed that it 
almost feels like looking to the real world. And even though 
visionOS offers an infinite canvas to place, manage and build 
apps, we see this freedom as an additional parameter to chan-
nel the needed amount of space that fits the needs of our tar-
get group – just as with the infinite possibilities with building a 
molecule in MoleculARweb.

Lastly, effective science communication requires both 
researchers and practitioners to collaborate. We see our-
selves intervening in many intersecting domains of this proj-
ect: keeping in mind the motivations of our young museum 
visitors, addressing the importance of radiotracers, and com-
municating it meaningfully on the spatial computing platform. 
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Research Question & Hypotheses

The research question guides the research and design 
process, aiming to be answerable within the project. It serves 
as a guiding beacon, demanding simplicity despite the com-
plex topic. The hypothesis, designed to be proven or disprov-
en, provides a more permanent format to bring structure to 
the fluid design process.

This project works with two research questions. This 
allows us to further the field that we would want to investi-
gate and poove or disprove with our work.

The research around radiotracer is complicated and 
multidisciplinary. It is usually conducted by people with a lot 
of pre knowledge, usually already approaching their PhDs. 
The material the research works with, is contaminated with 
radioactivity. This makes it difficult to explain through tradi-
tional exhibitions, presenting an opportunity for innovative 
explanatory methods. From this observation, we can formu-
late the first research question.

Is the research around radiotracers suited to be used 
in an explanatory spatial computing application?

From this research question the hypotheses can be for-
mulated. Radiochemistry is a field of chemistry that relies on 
a lot of pre knowledge, is not able to be exhibited in a tradi-
tional sense and has a great importance from a societal 
sense. This makes the research ideal to be exhibited through 
explanatory spatial computing.

Spatial computing offers an intuitive and revolutionary 
form of computing, changing both personal and spatial rela-
tionships with computers. Users interact with a discreet, in-
visible computing layer in their environment. This innovation 
is ideal for explaining complex subjects. As this layer can fill 
the knowledge gap that might exist between the observer 
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and the topic at hand. The Apple Vision Pro, that is the newest 
device on the frontier of spatial computing is the perfect de-
vice to bring to museums and exhibitions, so visitors can ex-
perience the research around radiotracers. From this hy-
pothesis our second research question forms.

 Is the Apple Vision Pro a valid use case in this project?

These two questions should be answered in the course 
of this these. The finite answer can be found in the conclud-
ing chapter.
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(Gregory,	1966)

(Gregory,	1966)

Methodology

Design methodologies describe Methods in design, 
that are used, to further the design process, gain insights in 
the structural and f undamental problems in the project. 
Identify the users, and the core problems that could happen 
within the process. 

First there are general remarks about design methodol-
ogies and the choosing of which design methodologies would 
be suited for the process that was laying ahead. Some design 
methodologies attempt to recognize and rationalize the 
whole design process. That might be a suitable for a process 
that takes place in the hands of one person or a few.

For our Design Process, we decided to split it up into the 
different stages. First, we started to identify the require-
ments from our partners. We made sure to implement a feed-
back round into this process, as we wanted to make sure, that 
the requirements were deeply clear on all sides. As the next 
step we analyzed the requirements that our partners had for 
the work. What was of importance in this step, was our own 
inclusion as partners. As we had to include our own needs 
and requirements as well.

After taking in all this information, we went through a 
sifting process. We had to evaluate, what of the information 
was relevant for us, and what already gave us a starting point. 
In the next step we needed to check what was the feasibility 
of our project. We needed to identify how out minimal viable 
product could look like and the work upwards of this, to arrive 
at a final product that would be satisfactory in its interactiv-
ity, design, and execution for all involved partners. In every 
step of this process, we needed to include the approval of our 
external partners. This seek of approval also gave us a valu-
able feedback step. 
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One topic that came into importance at this stage was 
the art of problem solving. We encountered many problems 
of smaller and bigger importance while working on this proj-
ect. These problems and the solution we found will be de-
scribed in detail in the respective sections of this thesis. A big 
part of the thesis was the organization of Production that had 
to be done on our part. An organization of production in-
cludes the coordination of schedules when which milestones 
had to be met and who had to do which kind of work. 

Early on we decided to not work in a separation, but to 
acquire both all the skills that would be required to finish the 
project. This way we did not run into bottlenecks that could 
not be solved. In this step we included the user testing as 
well. Because of the nature of this project, we had to plan a 
big amount of user testing, that could either disprove our the-
sis, but also gift us with valuable insights. These steps of the 
design	process	are	inspired	and	followed	by	Greogry	(1966).	
We did not include a marketing step, as this step needs to be 
accomplished by the Science Pavilion. 
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(Gregory,	1966)

In a short list, the design process was 
 planned to look like this:

01. Analysis of Customer’s Requirements
02. Sifting
03. Feasibility Study
04. Sponsor’s Approval
05. Problem-solving
06. Production Organization

In all the steps we implemented different methods, that 
could give us the required output, that we needed to have in 
this stge. In the following sub chapters the different methods 
are described, how they work, what insight we hoped to get 
from them, and in which stages of the Design Methods they 
were implemented.
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Conversation

Conversation	was	a	big	part	of	our	design	methodology;	
one could even call it a methodology in itself. In every step of 
our process, we utilized conversations of every kind to affirm 
and confirm our feelings according to the project. We also 
early realized that conversions were not only for us a beacon 
of trust and understanding, but for our partners and mentors 
as well. By having frequent conversations and meetings 
about the project, we could act early, when something did not 
seem to go according to plan. This dynamic was also why we 
choose to have a very strict meeting and mentoring sched-
ule. Our calendar saved us during these organizational tasks.

Internal Progress Sessions

Internal progress sessions were a direct mirror of the 
progress sessions that were utilized in the process by the 
department itself. An internal progress session had several 
goals. 

01. Communication of current state
02. Check in with partners.
03. Update of timeline
04. Micaceous discussion, based on current state.
05. Feedback
06. Communication and definition of next steps

For the communication of the current state, we pre-
pared a small presentation that would be visual based, using 
as little text as possible. We wanted to visually stimulate as 
much as possible, as it is much easier to discuss images that 
words. We also had to get early on, that both parties were 
functioning with a different amount of knowledge. We came 
from the background as designers and had a different lan-
guage and qualification. Communicating predominantly with 
words, levelled the playing field for all the participants. We 
had this learning early on after our first meetings, were we 
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started to gain insights in the communication of our partners 
and the differences in vocabulary. We always included a 
check in, as we wanted to be secure in the direction that we 
were heading. This alleviated the constant struggle and anx-
iety of not going into the right direction and having to change 
course in a drastic way later. The timeline and the updating 
of the timeline was of importance. We had a timeslot for dis-
cussion. These discussions were often based around the 
current state but could also be about other concerns. This 
was a good addition to the internal progress session, as it 
provided all the members with an open space to talk con-
cerns but also parts everybody was happy with. The feed-
back was scheduled, we wanted to have a clear structure, 
that could provide us with as much information as possible. 
This gave us also the opportunity to sift through the informa-
tion and pick the most valuable parts. 

These internal progress sessions were definitely sched-
uled. We wanted to have such a schedule, so all the partici-
pants always knew when the next meeting would be held. 
This held us to a higher standard of work and kept our ac-
countability high.

Meetups

Meetups were defined as small get togethers, where 
ideas could be discussed in a participative way. These had 
loose goals defined in the start, but no direct road map on 
how we would like to arrive there. These meetups were held 
mostly with our partners or experts. The first objective was 
to find understanding. Whenever we encountered a problem, 
that could not be solved in our hands, we inquired our part-
ners for resources and knowledge. These meetups were 
mostly limited to one hour. The time constraint furthered a 
discussion, that could be held in a timely manner. After the 
meeting we were meticulous to create a protocol. That gave 
us enough information to have a session, in which we could 
sift through the information and decide what was valuable 
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(Norman,	2013)

(Diehl,	2019)

and what could be discarded or saved for a later date. These 
short and efficient meetups were essential in the phases of 
Analysis of Customer’s Requirements, Feasibility study.

Workshops

A workshop in the field of design is a collaborative ses-
sion that is focused on different or part of the design process. 
A workshop is either held to start or to make progress on a 
design project. A Design Workshop must have two or more 
participants in the field of the project. This could be a group 
of users, or experts. The chosen participants for the work-
shop greatly depend on the question that should be an-
swered by the end of the workshop. In a Design Workshop, 
different methods can be used to further understanding or 
define the problem. Design Workshops are often used as 
beacons in Design Thinking. They serve as an important tool 
to level the playing field between the different parts and par-
ticipants in a Project.v

These aspects of workshops made them interesting for 
us to use in our design process. We early on identified that 
our project was a machine of many parts. And due to the di-
verse fields of expertise we had to find a common ground. 
Also was it a great way to include our partners in our design 
process. User testing could also be conducted in a workshop 
setting. 
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(Katz,	1991)

Field Research

Field research is a form of data collection. It is classified 
as a qualitative method. With this method one aims to ob-
serve and understand. Field research is usually done in the 
respective natural environment. For this project, some of the 
Field research was done in an observative way. To create 
something new, we had to observe what was already hap-
pening. This method was for us to assess how elements were 
already implemented in respective museums and exhibitions. 
The importance lied in the way the bystanders were interact-
ing with these elements. From these good and bad examples 
ideas could be derived. 

The second part of field research was done in a partic-
ipant observation. For this part we chose to curate the space 
where the research as happening. This way we could con-
centrate on the kind of data that we wanted to collect. Espe-
cially in environments where it would not have made sense 
for us to be present all the time. Considering the fact, that we 
were also working with science that revolves around radio-
activity, it was not possible to interact with the material every 
step of the way. 

Storyboarding

A storyboard is in its basic concept the linear telling of 
a story. The medium that is the storyboard is made from sim-
ple	text,	to	rendered	drawings.	Even	3D	modelling	and	Pho-
tography are used in storyboards. Storyboards are a good 
way to test and tell if a story is logical, sufficient and round in 
its storytelling. 

Storyboards are not only used in film and animation but 
get extensively used in application conception and develop-
ment. Developing a robust storyboard from the start, that can 
hold up in discussion and scrutiny makes it easier in the pro-
cess to not lose the idea that you started with. On another 
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note, storyboards can also limit the creative process. They 
can create rigid guidelines, that can make it hard to iterate, 
as it is harder to leave a concept when it is sketched out and 
developed. That’s why it is important to see storyboards as 
temporary prototypes that are only one step closer to the 
project. Having this mindset makes it easier to follow the sto-
ryboard but also to reflect on it in a critical way.

We evaluated the pro and contra points of storyboards 
and evaluated, that prototyping with storyboards is the way 
to go in our project. Having a visual language to describe our 
concept and ideas was critical for our process, as it allowed 
us to communicate better and more efficient with our mentor 
and Partners. Also was it possible to develop and establish a 
common visual language that every participant could agree 
on. Having this visual language made it easier to focus on the 
content and the interactions. Also considering, that our ap-
plication was multi-sensory we decided to not only have one 
linear sketch-line-up. But work with different tracks for the 
different sensory experiences. Splitting this up and working 
with all the sensors in mind gave us the opportunity to create 
a storyboard that could guide us in the creative process and 
development of the whole work.
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Visual Prototypes

We had a strong vision on the visuality of our applica-
tion. Yet we had the problem that we could only preview our 
look and feel on screens. This 2D environment was great to 
see how our models and visuals would look in a web environ-
ment, but in consideration of what we had planned it was not 
the ideal environment. It lacked the feeling and interaction 
with the objects in the AR s pace.

Here we discovered a solution. As we already were 
building in Reality Composer Pro, we were able to preview our 
models in AR, using the Apple Vision Pro and some of its func-
tionalities. Having a low fidelity space, that made interaction 
and visual confirmation easy and straight forward helped us 
immensely in the development of our project. Every model 
and asset that was made for the application was tested and 
previewed in the AR space, to control and confirm its effec-
tivity. We did not want to lose important real estate on ob-
jects, that were not effective in their communication and vi-
ability. 

Blogs

Blogging is in its practice a way of documenting and 
publishing our process. In one way it was important for us to 
have a great overview of our process, as it would make writ-
ing about the process easier. But the blog also served a psy-
chological purpose. Considering that this thesis is not a 
sprint, but rather a marathon, the blog was a good reminder 
of what we had done in this time. It alleviated the feeling of 
not having done enough. It was easy to go back to what we 
had documented and reading through the process. The blog 
was a central hub for ideals, protocols, and To-Do lists, giving 
us a great overview of the roadblocks that we had passed 
and the road ahead. 
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Concept Development
Project Ideation

The ideation for this project began in the early stages 
of	the	Summer	2023,	We	knew,	that	in	the	end	of	the	last	year	
of our studies there would be a Bachelors project to be com-
pleted. We got the hint, that the University of Zurich, via the 
Science Pavilion, was looking for collaboration partners for 
the next exhibition in the museum. They were looking for a 
project, that would focus on Mixed Reality and explain one of 
their research topics better. Just a couple of weeks before, 
the Apple Vision Pro was announced. The promotional mate-
rial looked extremely promising. Without knowing about a 
possible release date, we wanted to work with spatial com-
puting, or a variation of it.
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Figure 22 Concept	development,	authors	work,	2024
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Field Research

Science Pavilion UZH

Upon entering the Pavilion, one is immediately struck by 
the blend of traditional and digital educational methods. 
Touch tables and QR codes are ubiquitous, indicating a strong 
focus on interactive technologies. The digital interfaces, es-
pecially touch tables, are designed to be accessible even to 
wheelchair users. This reflects a conscious effort to stay in-
clusive.

The QR codes offer a gateway to two types of experi-
ences: standard web content and an AR app Artivive. While 
setting up Artivive is straightforward, the process of engag-
ing with the AR posed some challenges: It requires not only a 
smartphone but also the proficiency to use the app effective-
ly. These hurdles, while seemingly minor, can significantly 
impact the user experience, especially for those less familiar 
with such technology.

The abstract artworks on the glass windows, when 
viewed through Artivive, come alive with animations and in-
teractive elements. This transformation from static art to dy-
namic, immersive experiences exemplifies the potential of AR 
in enhancing the educational impact of museum exhibits. 
However, the challenge lies in making this technology acces-
sible and intuitive for all visitors, regardless of their techno-
logical proficiency. 

Beyond the digital artifacts, the Pavilion also features 
traditional educational tools like chalkboards and flip cards. 
These elements invite instant interaction and provide a con-
trast to the high-tech variants. This juxtaposition raises im-
portant questions about the balance between technology 
and traditional educational methods in modern museums. 
While technology can enhance learning, it is crucial not to 
overshadow the simplicity and directness of conventional 
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Figure 23 Image	Science	Pavilion,	authors	work,	2024
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tools. The textual content of the exhibition also merits atten-
tion. The Pavilion attempts to distil complex scientific con-
cepts into understandable language. However, the density 
and length of these texts can make the space feel cramped 
and overwhelming.

The introduction of Simple Language format is a com-
mendable effort to make the content more accessible, but 
the execution still grapples with the challenge of presenting 
dense scientific information in an engaging and digestible 
manner. 

Visitor demographics during our observations were 
skewed, with limited engagement from the younger audi-
ence. This could be attributed to various factors, including 
the timing of our visit and ongoing school vacations. Never-
theless, it highlights the challenge of attracting and retaining 
the interest of the intended demographic, particularly the 
younger generation. The space is filled with a mass of exhib-
its and information, yet the complexity remains. This obser-
vation necessitates more refined approach to presenting sci-
entific concepts.

On our field encounters at the Science Pavilion UZH mu-
seum, we exposed the gaps and opportunities in the current 
landscape of scientific education and communication. The 
Pavilion’s efforts in integrating digital technologies, especial-
ly AR, are commendable, but the effectiveness of these tools 
in genuinely enhancing understanding and engagement 
needs further exploration. 

As we move forward with our project, these observa-
tions will serve as a foundational layer. They provide a re-
al-world context for our project, emphasizing the signifi-
cance of our work in contributing to the field of scientific 
communication in a museal context. Our goal is to address 
these challenges observed, leveraging spatial computing to 
make scientific concepts not only more accessible but also 
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engaging for the younger audience.

In summary, the Science Pavilion at UZH presents a mi-
crocosm of the challenges and opportunities in scientific 
communication today. Our visits were important in shaping 
our understanding of the current state of this field and will 
influence our approach in later steps. As we delve deeper into 
our project, we aim to build upon these observations with 
workshops, storyboards, and prototypes. 

61 Concept Development

On Radar Bachelor Interaction Design



HollandLab, Laboratory Tour

Before the start of our project, we organized a first lab-
oratory visit at HollandLab’s research place at the Irchel cam-
pus	in	November	2023.	We	knew	this	was	not	our	last	visit	
and therefore had a second laboratory tour planned for the 
following year. The goal of these lab visits was to get first-
hand insights and access to the rooms, appliances, and ma-
terials we from desk research otherwise could not get a hold 
of.

We were intrigued by the loads of new information, but 
the first served us well to get an early feeling of the everyday 
tasks. We also got to meet Jason, the group’s lead as well as 
Jonas and Eda, the PhD students we are in direct contact 
with.
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Figure 24 Laboratory	HollandLab,	authors	work,	2024
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Science Center, Technorama

We asked ourselves the question to what extent a phys-
ically oriented museum at its very core leads to long term 
visitor	engagement.	This	is	one	of	Falks	(n.d.)	core	questions	
that reflects on visitors’ memories and learning connected 
with their motivations, personal relevance, and emotional en-
gagement in museum experiences.

What can we learn and take from Technorama as the 
cathedral of science communication for children? How can 
we translate visitor motivation and the museum experience 
that encourages long-term engagement and learning into the 
spatial realm? What factors could we leverage and what chal-
lenges face us? 

01. The Shortcoming: 1:1 Translation

The first key finding is at the same time our conclusion 
and hopeful outlook for the upcoming potentials we define. 
Foremost, it is that we simply cannot translate physical arte-
facts exhibited. The agencies and affordances differ in how 
we interact with an object at hand – buttons, strings, switch-
es. Virtual objects, one the other hand, offer controllers that 
determine interaction with the augmented or virtual environ-
ment and objects. In an ideal setting would constitute of in-
teraction with inputs of most natural way: our hands and eyes 
with precision tracking. 

Trying to mimic the real-world equivalent of Technora-
ma’s	 exhibitions	 is	 not	 impossible.	 It	 can	 look	 beautiful;	 it	
could even look better. But we need to ask the fundamental 
question if these experiences can be translated one to one? 
It is also a justified question to ask why not to use spatial 
computing applications for these exhibitions.

We deduce three angle points for intervention, namely 
to	 1.)	 enhance	 existing	 exhibited	 artefacts	 by	 adding	 an	
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Figure 25 Example	of	1:1	translation	at	Technorama,	authors	work,	2024
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augmented, virtual, mixed, or modified layer, to overcome the 
physical	boundaries	of	2.)	scale	and	3.)	visibility.

02. Potential: Enhancement

Already existing physical places or artefacts could be 
enhanced by augmented reality as ‘add-ons’. Serving more 
as just ‘a playground table’ mimicking a laboratory situation, 
we can manipulate the situation by displaying an overlaid in-
terface affording further interaction. For example, the syn-
thesis of radio nuclear particles in our case could involve ex-
isting physical objects and by following a sequence of 
interactions we could track which steps were successful and 
in which steps the user has room for improvement.

03. Potential: Scale

Scaling	in	mixed	reality	(MR)	offers	the	opportunity	to	
transcend the physical limitations of space and size, allowing 
users to explore objects and phenomena at scales either too 
large or too small to be experienced in a conventional muse-
um setting like Technorama. By leveraging MR, we can mag-
nify atomic entities to a size where their structure and behav-
ior are observable or alternatively, shrink vast systems to fit 
within the confines of a room. An example of an MR applica-
tion could enable users to delve into the atomic structure of 
a radioactive molecule. It bridges the gap between abstract 
knowledge and tangible experience, allowing visitors to in-
teract with and manipulate the subject matter in ways that 
were previously not possible. It offers a way to explore com-
plex scientific concepts that are often challenging to convey 
through traditional means. 

04. Potential: Visibility

We see great potential in showcasing phenomena that 
cannot be seen with the bare eye. Through MR, we can show-
case hidden forces like magnetic fields, visualize the flow of 
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energy, or observe particles in a reaction. For example, stu-
dents could witness the process of radionuclide exposure at 
the cellular level or observe the docking of radiotracers at 
cancerous cell in the human body. By rendering the invisible 
visible, MR enables learners to perceive and interact with the 
world in a way not seen. And because we are dealing with 
radioactive chemistry, it would have not been possible to ex-
pose the visitors to a subject that deals with radiation of such 
degree it could pose harm to the human body. Through scale, 
visibility, and secure measurements we see potential to make 
the research from HollandLab accessible to as many visitors 
as we can.

05. Real sized laboratories

The first visit gave us an overview of the artefacts at 
display and how these rather small-scaled stations served its 
purpose for explaining one topic of interest. In our second 
visit, we paid particular attention to the participative aspect 
in a practical context: the laboratory. Technorama offers lab-
oratory settings designed for high school children to get a 
feel of the chemistry, physics and biology taught. With chal-
lenging experiments, they get a hands-on experience with 
the matter at hand.
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	(Artivive	GmbH,	
2024)

Conclusion Observation

The field research exposed us to the relevant places we 
will intervene in. 

At the Science Pavilion UZH museum, we found that the 
exhibition layout in presenting scientific research is dense, 
especially considering the text labels displayed. On the other 
hand, great effort has been made to incorporate augmented 
reality, experienced through a third-party app called Artivive. 
The app turns static artworks, found along the exhibitions as 
well as outside of the museum, into animated graphics com-
plementing these textual explanations.

With our tour at HollandLab we met our collaborator. 
They gave us first-hand insights into the daily research of 
building radiotracers and set the context for the upcoming 
content of our app.

At the Technorama museum, we asked ourselves what 
story we can tell and to what extent do we want to reach our 
visitors? Taken into notice from our observations in the field 
research, we see five domains we can transform from the real 
museum exhibition experience to the digital realm: scale, 
time, visibility, accessibility, and safety.

Even though all five aspects can be translated into a 2d 
application, the question also arises in how we might lever-
age spatial computing capabilities in a museum context to tell 
a story more engaging, understandable, memorable than in 
2d, which in the end shall give us an insight to the research 
questions set at the beginning.
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Figure 26 Artefact	Technorama,	authors	work,	2024
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(usability.de GmbH & 
Co.	KG,	2024)

Workshop s

Workshop Group HollandLab

Having a workshop with our collaboration partners was 
important early on. It was very clear for us that we were work-
ing in and with a field where we were not the experts. The 
need for a workshop with the PhD students from HollandLab 
came from a need to understand. We were looking for infor-
mation, that could only be obtained with asking the experts. 
After we evaluated the need for a workshop and decided that 
it would be indispensable, we looked at possible dates and 
participants that could be interested in participating. After 
receiving the date and the number of participants we got 
started with the conceptualization.

Conceptualization

The primary goal that we wanted to achieve in the work-
shop, was a full user journey of the research our participants 
were conducting. A user journey describes the full process a 
person or a group takes to achieve a goal Especially import-
ant for us was to research what were the difficulties and 
struggles the researchers face when completing their goal 
and how they solve the problems that arise. From the re-
search we had conducted on our own, we had created our 
own journey map. This journey map also was heavily based 
on the storyboard we had at that time. In the process of eval-
uating this map we identified the assumptions that we made. 
The goal of the journey map we planned to create with the 
researchers was to check those assumptions and to be able 
to correct and revalidate the assumptions.
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The following important assumptions were taken.

01. The process of research follows a non-linear 
path.

02. The process of research is done in the UZH.

03. The process can be split up in different neat 
paths.

We had made a stakeholder map early on in our pro-
cess. But this map was filled with assumptions and different 
interest, that we had not yet confirmed or disproven. Making 
a stakeholder map together with the participants and check-
ing their position in the project as well as our own was import-
ant for the further process of our project. We anticipated that 
if we would form a stakeholder map together with the partic-
ipants, that the role of the participants would be clear from 
the get-go and could create a good environment where ev-
eryone would be able to communicate and collaborate. 

For the human component of the workshop, we planned 
an ice breaker exercise and a cool down exercise.

The icebreaker exercise was designed to bring the par-
ticipants into the mood to share and to collaborate. It consist-
ed of different questions according to the roles they had in 
the workshop, as well as a fun question that would tell every-
one something about the person they were sitting with. The 
challenge there was, that we came into an environment as 
perceived expert where we were not experts in. All the par-
ticipants had already worked together for a good amount of 
time and were familiar with the environment. The challenge 
was to create an equilibrium that would make the workshop 
enjoyable and productive. This environment was important, 
as it was crucial for us to achieve the output that we were 
looking for. 
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As we had a stark predefined timeslot of two hours, all 
the timing and planning was done in notion. Having this over-
view gave us a good look out on time, so we did not go over 
the allotted time and were able to conceive the requested 
data.

The course of the workshop was the following:

01. Welcome
02. Icebreaker
03. Stakeholder map
04. Break
05. Research user journey.
06. Cooldown
07. Thank you.

After the workshop we implemented a feedback round. 
One was in person right after the workshop, and one was via 
a survey. By having a two teered system like this, we hoped 
for a better feedback session. The participants could give the 
immediate feedback, but also let the experience fester in 
their minds for a couple of days and the give private anony-
mous feedback

72Concept Development

On Radar Bachelor Interaction Design



Implementation

The workshop began with a ten-minute delay due to 
scheduling confusion. We adapted creatively to avoid rush-
ing the participants.

The icebreaker sheet was well-received. Participants, 
especially two new to our project, quickly engaged, discuss-
ing their roles and contributions. The light-hearted questions 
eased the atmosphere and conveyed a welcoming, inclusive 
environment.

The stakeholder map was in its execution fairy uninter-
esting. Our assumptions were confirmed, and the partici-
pants were happy to contribute. It was more interesting for 
the two participants that had not been included into the proj-
ect yet. Defining their position on the map gave the group a 
sense of importance.

The forming of the user journey was taking u the most 
time of the workshop. We made the user journey in a partic-
ipative way, were everyone could and was asked to talk and 
to contribute. One of us was talking and the other person was 
writing. Yet the decision of what got written down was made 
by the group and not by the person writing. It was interesting 
to see how the researchers were impressed and surprised by 
the complexity of their process and how it scaled over time. 
We worked with Freeform. An application that is akin to Miro 
but saved locally. Using this we were easily able to write 
down the remarks and make connections. Doing the User 
journey together was beneficial, as we could use our exper-
tise in interaction design and keep track of the steps and of 
the importance of the steps.

The cool down and sketching exercise was beneficial 
for the mind of everyone, after the rather exhausting process 
of the user journey, this segment was used for a quick over-
view and a discussion of the target of the project. What it 
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should hit and were it could miss. Our immediate feeling after 
the workshop was a very positive one. The participants were 
happy with the outcome, felt included and had fun.

Findings

The immediate finding of the stakeholder map was, that 
we were rather correct with our assumptions, but that we un-
derestimated the impact of our participants in our project. 
Correcting this was good finding from the map.

The findings of the user journey were the most surpris-
ing and important. The user journey that we had created 
based on our storyboard greatly underestimated the non-lin-
earity of the research process. The international effort was 
not represented on our storyboards. Most processes that 
were taken did not give a result. It was starting to get clear, 
that research was not characterized by the successes, but by 
the different failures that in their entirety would lead to a suc-
cess.	Looking	at	how	the	journey	was	held	up;	we	could	iden-
tify different touch points that could be implemented in a vi-
sualization. The researchers must test the effect of the 
tracers in the specimen but are not able to see the immediate 
effect of the tracers. Being able to make this effect experi-
enceable could be a great impact on not only our intended 
target group. The research process could not be split up in 
different neat paths. Through the non-linearity of the re-
search and how the different parts were completing and 
competing a simple chapter-based application was not pos-
sible anymore. We had to get creative again and find a way of 
reconceptualizing the application and its storytelling. 
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From these findings our assumptions changed to the 
following

01. The process of research follows a non-linear 
path ↪ The process of research is non-linear 
and follows no predefined path.

02. The process of research is done in the 
UZH ↪ The process takes international effort 
and is not only done at UZH.

03. The process can be split up in different neat 
paths ↪ The process cannot be split up in neat 
chapters, as every part of the process influences the 
other. 

The next step was to look at the findings and implement 
them in our process and project, so we could represent the 
process in an adequate way.
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Figure 28 Workshop	HollandLab,	authors	work,	2024
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Figure 29 Jonas	Genz	wearing	the	Apple	Vision	Pro,	authors	work,	2024.
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Figure 30 Workshop	group	HollandLab,	authors	work,	2024
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Figure 31 Creation	of	the	user	journey,	authors	work,	2024
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Concept

Design Decisions

Design decisions must be made. Processes can only 
progress, when at certain points decisions are made and ap-
plied to the process. Every decision comes with a certain 
amount of insecurity. The process of this work was no differ-
ent. To arrive at the best possible outcome, a system for de-
cisions had to be made. 

As this project and thesis is an interlocked work of many 
great minds with different expectations a system for decision 
making had to be made. Some decisions had to me made be-
cause of time crunches, but there was an effort to make de-
cisions in a logical but radical way. Radical in the sense, that 
when a decision would be made, that in the after math the 
decision would not be a constant topic that could come up. 

Yet, there was a readiness to question decisions that 
had been made before. As from time-to-time decisions can 
be made in a rush or an emotional way and must be reversed. 
For these cases a clean file system was important. To decide 
did not mean to trash, just the taking of a crossroad and leav-
ing some ideas and concepts behind. This security of keep-
ing made the decision process easier, as there was clarity in 
the decisions made but not a fainting finality. 

Who is it for?

When designing an idea that has been formed into a 
concept, one of the first question a designer must have, is 
who they are designing for. The answer to this question influ-
ences everything from the initial ideation, through the design 
process and the evaluation of this processes.

For this project it was already in the initial stages of the 
process clear who the end user of the application would 
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entail. But one should not neglect the people and profession-
als that are not initially considered in the product but are im-
mediately affected by it.

The end user of the product was largely decided by the 
location of interaction of the application. The application will 
be used on a central device, that is in the Science Pavilion at 
the University of Zurich in the Irchel Park campus. The Sci-
ence Pavilion is an institution that is tightly knit with the uni-
versity itself. There is no fee to enter and experience the ex-
hibition. It was clear that the application would have to be 
designed with a large population group in mind, but that there 
needed to be a concentration on a certain user group. From 
an early suggestion, the push was to concentrate on juveniles 
aged	14	to	18	that	are	visiting	the	Science	Pavilion	in	an	edu-
cational context. That decision influenced the choice of peo-
ple we talked to, the workshop we planned, the participation 
of the workshop and the desired outcome that could come of 
these. 

Another group that should not be neglected, is the peo-
ple conducting the research that served to be explained an 
exhibited. The PhD students that worked under the umbrella 
of HollandLab needed to find their conducted research rep-
resented in a scientifically correct way, without an absurd 
amount of simplification. This instance provided an interest-
ing group of people that had a direct or indirect influence 
over the product.

It was clear that not every person could be satisfied to 
the maximum with the product, but there must be an effort to 
include as many perspectives and stakeholders as possible. 
One Question that also had to be asked from the start was 
the question of accessibility. As it was clear from an early 
stage, that Mixed Reality would be integrated in the product, 
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the perspective of potential users that would not be acquaint-
ed or comfortable with Mixed Reality had to be implemented. 

In the end we decide to concentrate on the user-group 
interacting with the application and to include the research-
ers as much as possible in the design process. That way we 
expected to find a high appreciation of the application from 
the end user and a high level of contentment of the research-
ers that conduct this important research and make it visible 
to the public. From this system we expected to have high lev-
el of satisfaction on all parts.

One of the most challenging aspects of the question of 
“Who is it for?” was the realization, that the project would 
also be for us. Yes, the stakeholders had to be happy, but we 
had to be as well. It was not an easy task to not remove us 
completely from the equation and only work with and for our 
partners. We were partners in this as well and had an equal 
say in which decisions were made and how they were made. 
This realization gave peace at a certain part, but also rein-
forced the pressure and responsibility that weas there on our 
hands and minds.
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Figure 32 Irchel	campus	university	of	zurich,	authors	work,	2024
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Where should it be?

Why Science Pavilion

One part of our early research was, how we could fire 
people with enthusiasm for research and the research pro-
cess. Also making people familiar with spatial computing and 
showing its advancements and limitations. Also, we wanted 
to have a space to show our final product, as we are proud of 
our work and want it to be seen. One part of our studies we 
were not happy with, is that most of the time the work we do 
has no time to breath and be experienced. Placing our work 
in a museum meant that it would be experienced and visited. 
This opportunity filled us with a great amount of pride but 
pressure as well. The Science Pavilion was ideal in this re-
gard, as it is a free museum and the people visiting have a 
certain interest for science and the process. Creating some-
thing that would excite them as well was a great motivator in 
our work. 

On another note, the Science Pavilion is in a unique po-
sition, from a museum’s perspective. The exhibits are based 
on the research that is being conducted in the university it-
self. A lot of the traffic to the museum is generated by pupils 
that either come with their classes as an expedition in the 
frame of a school topic, or classes that visit the science pa-
vilion in the frame of an expedition where they visit different 
universities in Zurich to have a better understanding of what 
and if they wanted to study. In this user group, we saw great 
potential. We were in the position to create an exhibit, that 
could show pupils, that the chemistry they could study here, 
would be completely different than the one that they were 
accustomed to but be based on the prerequisite knowledge.
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The ethics of animal experimentation and 
 the visualization

In our work and conception, we got confronted with the 
theme and ethics of animal testing. It was a topic early on, 
after our first visit in the laboratories of the UZH when they 
showed and explained their research process including ani-
mals. We were interested in showing the process but were 
not sure in what way and visualization. Looking at their re-
search and ethics process including the animals, we decided 
to forma a code of conduct about how we would treat this 
sensitive topic in our application. We were aware, that we are 
not making an application about the treatment and testing of 
animals in research context. But we did not want to exclude 
the topic in its entirety as it was a big part of the research 
process. As the researchers treated the animals in an ethical 
way, we had to treat the animals in an ethical way as well. 
There was no way of showing the brutality of the animal test-
ing, but we wanted to hint at the important part the animals 
play in the research.

In the field research, namely in the first and second lab 
visit, we had observed how the facilities looked where the 
animal testing was being conducted. We were not present 
when the test was done, but we were provided with images. 
These images were of brutal matter, and could not be visual-
ized in a way, that there would not be any backlash from the 
stakeholders. 

The partners from the Science Pavilion did not want to 
have the animal test visualized in a graphic way. They were 
not completely opposed to the idea of showing it, but they 
had certain guidelines in place that we would have to adhere 
to. They did not want to have the mouse modelled in a car-
toony way. Bit also they did not want to have the mouse mod-
elled in a too realistic way. It was very important, that the 
mouse would have fur. The mice that get used for the test are 
naked with visible tumors protruding from the skin. An exact 
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visualization of this image would not be accepted. 

For the visualization of the mouse itself science visual-
ization publication were consulted. Looking how the experts 
dealt with socially cute animals getting visualized in brutal 
situations helped with the conceptualization. 

It was clear that there would need to be a certain level 
of abstraction, but the animal could not be too lifelike end 
cute. It started to feel like a play with the dignity of the animal. 
How cute can an animal be, so that it is still considered for 
animal testing. Macabre questions like these started to arise 
in the process of the visualization. 

Platform Choice

As Interaction Designers, it is less of our job – if even not 
– how to impose the newest technology to the people. Where 
we come into play is how we make sure the best user expe-
rience is given when confronted with a complex topic. As ab-
stract as the topic of medicinal radiochemistry can get, it is 
in our evaluation to choose which platform to mediate the 
matter in an understandable manner, while leveraging the 
platform’s capabilities. 

But the choice of platform is not always motivated by 
technology itself, it is also the problems we face and the solu-
tions we have at hand or in mind. We must ask ourselves from 
the	ground	up	what	platform	and	its	capabilities	fit	to	1.)	make	
visitors	feel	comfortable	using	the	Apple	Vision	Pro	and	2.)	
with it showcase and explain our research topic. 

With that in mind, we start intertwining both platform 
capabilities and research content in the concept develop-
ments to come.
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Prototype

In the entirety of the process, we always researched 
and prototype simultaneously. Not splitting up our process in 
a pure prototyping- and research part was of great advan-
tage for us: With every step that we took in our research we 
had the flexibility reshape our prototypes and its usage. 

Taking this approach kept our process dynamic. It also 
let us easily change aspects of our prototypes and iterate on 
them not based on feelings, but on research and new discov-
eries. 
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Figure 34 Paper	Prototype	for	AR,	authors	work,	2023
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Storyboards
Scenarios

The following scenarios were the first step before iter-
ating on a complete storyboard. They consist of smaller sto-
ryboards that address specific situations that could be show-
cased in the application, with no direct correlation to one 
another at this stage. The idea behind them was to provide a 
way of rapid communication tangible enough for our mentors 
and involved partners to discuss and evaluate with.

With this method being the very first step for us to con-
ceptualize our research into a graspable concept, we also 
thought about suitable gestures and three-dimensional visu-
alizations that could make the research understandable 
based on our assumptions.

Scenario 1

The first scenario explained the structure of radiotrac-
ers through various levels of scale. The user could zoom in- 
and out with a pinch gesture through the different levels, ac-
companied with information of detail and brief explanation. 

Starting	with	the	model	of	a	virtual	3D	tumor	represen-
tation, the effect of the radiotracer would be shown with an 
attached window through a tap gesture that gets displayed 
over its model. Through zooming, the user would discover 
more in-depth information about the radiotracer along the 
way.
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The positives of this scenario were that the usability 
would be great and intuitive, yet the information displayed 
would be of a very high level to be understood. Also, we ex-
pected that the density of information would have to be quite 
high, and the content therefore kept short, so that the user 
would understand what they were looking at.

Figure 35 Scenario	1,	authors	work,	2024.
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Scenario 2

In a second scenario, the forming of a radiotracer could 
be interacted with by pinching and rotating the model. Upon 
action, different information layers would show up and infor-
mation the forming of radiotracers.

The positives about this scenario were that the ges-
tures were implemented in such a way that they could also 
help with the understanding of the material. Yet the informa-
tion would have to entitle some written text for people who 
are not yet familiar with material.

Figure 36 Scenario	2,	authors	work,	2024.
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Scenario 3

In the third scenario, the potential user would see the 
effect of the radiotracer exposed on their own body. A virtu-
al projection would be mapped onto the user and show how 
the radiotracer was impacting their body. 

The interesting thing about this scenario was, that it 
would not really utilize gestures. It could be part of addition-
al content in which the gestures would be implemented sep-
arately from one another. 

Figure 37 Scenario	4,	authors	work,	2024.
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Scenario 4

Scenario four shows how the user would be able to build 
their own radiotracer with a toolbox. The interaction involves 
simple drag-and-drop gestures. By building the radiotracer, 
the user would understand which components form one and 
how those different parts interact with each other.

The good thing about this scenario was that it was very 
scientifically accurate. The feedback of the researchers was 
highly positive. They also liked the idea of having to build your 
own radiotracer, as this is what they are doing on the daily.
The biggest critique of this scenario lies in its implementation 
where it doesn’t justify the need for spatial computing. The 
drag-and-drop interaction was not specific to the platform 
and could be easily done on a two-dimensional screen.

Figure 38 Scenario	5,	authors	work,	2024.
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Scenario 5

In the fifth and last scenario, the idea was to explain how 
a cyclotron works – a device used to create and involve the 
radioactive part of the radiotracer. By custom gestures the 
user would operate the cyclotron and imitate the movement 
of the particle rotation in the machine. This interaction invites 
a bodily approach to be taken into the learning.

An immediate critique of this scenario was the fact that 
the particle in real life would spin way to fast to be imitated 
by a human.

Figure 39 Scenario	3,	authors	work,	2024.
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Findings

The scenarios were presented in a first internal meeting 
with the interaction design department and separately with 
only mentors and partners involved. Presenting our content 
to our peers and partners gave us the advantage of a wide 
range of feedback. 

Presenting the scenarios to our peers was enlightening, 
as they had never interacted with the content that we tried to 
converse. There was some confusion about the explanation 
of the content. It was interesting to see how much additional 
information would be needed to convey the themes of the 
research. There was also some confusion about what we had 
tried to communicate. We made the mistake of labelling our 
scenarios as storyboards incorrectly, what gave of the idea, 
that they were conveying the idea of the whole application. 

The questions of usability and onboarding came up 
quite often. This was a disappointment in the sense, that it 
was not the feedback that we were wishing for. We had in 
mind, that an onboarding process would be needed and de-
signed, but we did not want to use this session for the critique 
on this process. We expected this to be something that we 
would explore with our mentors and convey in user testing. 

Presenting in the internal Meeting focused on different 
things than the presentation to our peers. Here the scientific 
accuracy of the different scenarios came to scrutiny. We had 
some time to adjust between internal meeting and the class 
session, what lead us to apply some of the critiques in com-
munication that we had received in the class session. We 
called the scenarios by their fitting name and disclaimed, that 
we were not talking about the while flow of the application, 
but rather small segments. The scenarios were received pos-
itively and were looked under for their scientific accuracy. We 
did not pass with flying colors but had to revise some of our 
concepts. A point that came up and overlapped between the 
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two sessions, that we would have to include different scenar-
ios into the application, so the user could understand and 
experience the understanding of the research. 

After these sessions and feedback, we learned that 
there would not be a way to just have one aspect of the pro-
cess in the application. We would need to include different 
aspects of the research to convey what the research was do-
ing and what potential it had for the people profiting from it. 

We took the following points from the findings of our 
scenario.

01. There needs to be an onboarding to include the 
user in the virtual environment.

02. There need to be several segments that include dif-
ferent aspects of the science.

03. The interaction with the material should be intui-
tive and connected to the content. 
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Storyboard Version 1

In this storyboard, we took our scenarios, evaluated in 
each, what we liked best and what seemed to work, and com-
bined them into one extensive storyboard. This storyboard 
served to understand the flow of the application and commu-
nication. The application got divided into three different 
chapters. Each of those chapters served to visualize one of 
the stages of the development and forming of the tracers,

Chapter 1

The onboarding of the visitor would be in an animation. 
The user would be teleported into the bloodstream and see 
the tracer interact with the target cell. This animation would 
not be interactive and would serve as a simple explanation of 

Figure 40 Storyboard	Version	1,	sheet	1,	authors	work,	2024.
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what the tracer does in the blood. There would be some la-
bels to describe what was happening in the screen, but the 
objective would be to observe. 

Chapter 2

The fourth scenario would be used but in a slight varia-
tion. The user could build their own tracer, according to the 
one that was just on screen. There would be the inclusion of 
a lab mouse, that would serve as an indicator to if the tracer 
was built right. There would be an element of trial and error, 
that would mimic the real-world experience of the research-
ers in the lab. 

Figure 41 Storyboard	Version	1,	sheet	2,	authors	work,	2024.
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Chapter 3

The tracer that was just built would be used in the lab 
mouse. The user could then see how the tracer affected 
themselves (or how it did not affect them, as the user is not 
assumed	to	have	a	growth).	The	user	could	then	observe	how	
the mouse would get better. The tumor on the mouse would 
slowly disappear, giving the user the feeling, that they “cured” 
the mouse. 

Figure 42 Storyboard	Version	1,	sheet	3,	authors	work,	2024.

102Concept Development

On Radar Bachelor Interaction Design



Findings

This first version of the storyboard was shown in men-
toring and the first internal progress session. The feedback 
in the internal meetings was positive, yet the aspect of the 
reason for AR was still lacking. The information layer was not 
clear enough yet. The conclusion of the mentoring was that 
an important step had been made, but that the product was 
still littered with conceptual holes. The critique from the in-
ternal session was positive as well, but they had questions. 
One of the questions that arose quite early was the question 
around the animal. If the animal should be shown and in what 
way. There was a brutality in the animal testing that we were 
neither allowed, nor wiling to show.

Figure 43 Storyboard	Version	1,	sheet	4,	authors	work,	2024.
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Yet there was the demand, that the animal should not 
be stylized to an absurd amount. There was the demand, that 
there shouldn’t be a mechanic in the application, that would 
make it possible to harm the animal. Another point was the 
demand that the user should not experience the effect of the 
tracer on their own body, as that would communicate, that 
they somehow needed the medication developed. This also 
went hand in hand with the rule, that researchers should not 
experiment with their own products. What they evaluated in 
a positive way, was the intro animation. It was received in a 
positive way to show the user instantly what the application 
and visualization is about.

From this feedback we identified three points that we 
would implement in our next storyboard.

01. The implementation of the mouse must be  
made with dignity.

02. The user should not interact with the  
tracer directly.

03. The understanding of the material must be  
better conceived.
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Storyboard Version 2

The plot of this storyboard is virtually the same, with 
some notable differences. This storyboard was more de-
tailed in its interaction. The steps that the user would take to 
complete the application where there. Also, we implemented 
the three findings we took from the first storyboard. The 
mouse would have a realistic idle state but could not directly 
be interacted with. The mouse should further serve as an in-
dicator of the process of the research, with the immediate 
goal to heal the mouse. We kept the chapter structure, but 
tried to connect the chapters together, so the non-linearity 
of the research would be clearer. We removed the interaction 
of the user with the tracer itself completely, as we did not see 
a way to implement it, that would adhere to the standard that 
they set for us.
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Figure 45 Storyboard	Version	2,	sheet	3,	authors	work,	2024.

Figure 44 Storyboard	Version	2,	sheet	1,	authors	work,	2024.
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Figure 47 Storyboard	Version	2,	sheet	4,	authors	work,	2024

Figure 46 Storyboard	Version	2,	sheet	2,	authors	work,	2024.
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Findings

We presented this storyboard in the Internal Progress 
Session 2 and the Progress Session 2. Our partners were 
happy with the storyboard, the accuracy was on a good level, 
and they were happy with the intention behind our applica-
tion. In the Progress Session, our peers understood what we 
tried to convey and how we wanted to do it. The story seemed 
to be understandable, and the content looked clear. 

Figure 48 Storyboard	Version	2,	sheet	5,	authors	work,	2024.
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We had some critiques about our showing of the animal 
and how we decided not to projects the reality of animal test-
ing into our application, but we had our code of conduct, and 
it was clear that we are not making an application about the 
reality of animal testing in research, but rather do not want to 
minimize the animal testing that is taking place in the re-
search. All in all, the resonance was positive and great.

Then, towards the end of March, we got the Apple Vi-
sion Pro and started testing the capabilities of the device.

Figure 49 Storyboard	Version	2,	sheet	5,	authors	work,	2024.

Concept Development109

On Radar Bachelor Interaction Design



Hardware testing

Internal User Platform Testing

We had two aspects of interaction in mind to test: eye- 
and hand precision. In a very first user test, we handed the 
Apple Vision Pro to our third-year class colleagues to let them 
try it out with eyes and hands set up by Lukman first, then by 
themselves.

While in every case no hand set-up had to be redone by 
colleagues, almost every person had to undergo individual 
eye setup for its tracking to be precise. In most cases, intend-
ed controls and surfaces were not highlighted or highlighted 
by another UI element. The hand setup was less of an issue 
because every person could in real space either spatially 
reach the UI by hand or perform taps. However, for less tall 
people the windows and volumes appeared to be wider away, 
so they had to walk or sometimes even jump towards the de-
sired UI elements they wanted to select with their eyes. Even 
though a long press on the Digital Crown rearranged all win-
dows and volumes towards the users’ center field of view in 
space, it was still a hassle to get the precision under control. 
(Apple,	Inc.,	2024l)

Why is precision most important? A correctly, desired, 
intended initiated user input builds on top of every fluid user 
experience on the journey. We must make sure that the visi-
tors can take on the headset without further setup on the 
system settings while maintaining precision for every eye 
constellation, even in edge cases. Our greatest challenge lies 
in the upholding of precision the current headset and its op-
erating system version provide.

If someone mis-clicks a control without intention, we 
lose a user as much as we would introduce an additional, re-
dundant click in the user flow. We know we are dealing with 
an important currency. The users’ retention is fragile in this 
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stage, especially when it comes to familiarizing oneself with 
a new platform with interactions to first grasp and learn from.

People feel intrigued if the device or the design does 
not do something they intended to. And it is not the users’ 
fault. In addition to the reason of platform choice comes the 
responsibility to also explain the platform to newcomers: On-
boarding will therefore play a central role. The fundament of 
our application therefore lies in the user ergonomics of the 
headset on one hand, and on an onboarding experience that 
familiarizes the user with spatial interactions they already 
know from the two-dimensional world – only then we can 
move on in the journey.

We then realized that we had a problem. The storyboard 
and how we had conceptualized it was perfect for a VR de-
vice, but did not show and legitimize our use of the vision pro. 
In mentors, peers and partners understanding the capabili-
ties of the vision lied in the Augmented reality components 
and not in its VR. Yes, the technical capabilities were inter-
esting and impressive. But if we wanted to do an VR applica-
tion, we could have done this with any VR-glasses on the 
market. Those would have been more accessible for a frac-
tion of the price. We started with marking every frame in the 
story that could be done in an iPad and discarded those.

It was not only the technical aspect that started to give 
us a feeling, that this could not be the final storyboard, but 
also how the story was working now. We were unsure if we 
even conveyed the research process. And by asking us these 
questions after Progress Session 2. We decided to go back 
to our roots, look at our credos and ask the experts for guid-
ance and help.
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Our findings from this storyboard were the following: 

01. We need to work with AR in mind, interacting with 
screens in a virtual world does not cut it.

02. The user needs to explore and understand. 

03. We have no clue how research works.

04. We need sound.

For our next iteration we decided to have a workshop 
with the researchers, The findings of the workshop can be 
read	 in	 the	 chapter:	Workshop	HollandLab	 -	 Findings.	We	
went back into the research phase and decided to focus not 
on an application that would be in a scholarly way but be 
more optimized for an exhibition setting. 

From this research phase we had one important finding. 
The research was so complicated and requires such an 
amount of pre knowledge, that we could not in good faith as-
sume, that there would be a way to visualize this in an ade-
quate way that it would be fair for the pre-knowledge of our 
target group. We did not want to have the user leave the ap-
plication with a feeling of defeat and non-understanding. 
This would have the opposite effect on our target group that 
what we wanted to achieve. The process of research could 
be communicated, but it would be more interesting and valu-
able to have the user experience and discover the outcome 
of the research. By communicating this we could really show, 
why this extensive research was done. Communicating the 
outcome would be our new target. 

For the final conceptualization we decided to focus on 
UX/UI guidelines that would be set by apple, as it was the 
platform we are developing on, but adapt them to a way that 
would suit us the best. One thing that we immediately noticed 
was, that the intro-animation would be a great jumping of 
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place to start the new storyboard. We decided to make the 
intro animation interactive and use it as a starting point to 

We had also neglected the soundscape of the anima-
tion. We could use sound to back up our visualization and use 
it for a more inclusive and more accessible experience. The 
sound for our application should come from the lab where the 
work was conducted that we were visualizing. In our second 
laboratory visit, we captured the sound.

Storyboard Version 3

In this storyboard we implemented our findings from all 
the previous storyboards. We concentrated on the parts that 
had already been cleared for their scientifically accuracy. We 
also concentrated on the part that would be most suited for 
immersion. It was also an argument, that we would concen-
trate on the result of the result of the research. This would 
also allow us to not concentrate on the animal testing. As the 
animal testing is a tool to achieve the result of the research. 
The core idea was to have the intro animation interactive.

After a short onboarding, that shows the user the core 
interactions and gestures, the user would be in a bloodstream. 
The elements of the blood would fly around the user. The ele-
ments like the blood cells and different elements in the blood 
would be interactive and could be tapped for further informa-
tion. This mechanic would incentivize the user to find out 
about the elements on their own. The user would then travel 
with the tracer through the bloodstream until it would find and 
interact with the cancer cell. The time gesture would be ac-
cessible all the time, so the user could watch the interaction 
between the elements in slow motion or sped up. However, the 
speed they preferred. The implementation of scale would 
show the user, what was happening with the tracer in the 
bloodstream and how it interacted with the cancerous cell. In 
an end animation, the user could see how the tracer could 
treat the cancer, and make it shrink with the use of radiation.
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Figure 51 Storyboard	Version	3,	sheet	2,	authors	work,	2024

Figure 50 Storyboard	Version	3,	sheet	1,	authors	work,	2024
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Figure 53 Storyboard	Version	3,	sheet	4,	authors	work,	2024

Figure 52 Storyboard	Version	3,	sheet	3,	authors	work,	2024
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We also added a sound Layer onto the storyboard. This 
could give us an idea how the application could sound. How 
we could use sound as an indicator to what was happening 
on the visual layer of the application. We also hoped to intro-
duce a greater feeling of immersion.

After creating the storyboard, we felt like we were on 
the right track. To us the storyboard felt coherent and would 
give the user a great understanding of the story of the re-
search and what the result of the research could be. We 
thought by not concentrating on the process, it would be 
more interesting to the user and further understanding.

For the first time we had also included an onboarding 
process that would explain the user how the different ges-
tures would work and what they could experience. The 

Figure 54 Storyboard	Version	3,	sheet	5,	authors	work,	2024
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onboarding process would be already in the theme of the ap-
plication, so the user would already be immersed in the topic 
of the application.

Findings

We then tested the storyboard by showing and explain-
ing it to our peers and mentors. The critique that we received 
was not positive. The core critique was, that we had not con-
sidered that our application had to be an AR application. If 
this was not a given. We would not have a well thought argu-
ment to using the vision pro. By trying to cut out as much of 
the classic 2D interaction, we ended up with an application 
that would not showcase the augmented reality capabilities 
of the Apple Vision Pro. The problem was not that we cut as 
much as we could, but that we had not considered the 

Figure 55 Storyboard	Version	3,	sheet	6,	authors	work,	2024
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strengths that our storyboards before had exhibited. The 
storyboard in this current version would be better fitted for a 
Virtual Reality application. This is not a terrible state, but it 
does not align with our vision.

Another critique was, that the user would not under-
stand what was happening in the application. For us it was 
very clear what was happening and how it would translate to 
the user and the topic. This problem was arising, as we were 
too involved with the topic. We had researched and under-
stood what the research was and how it would be translated. 
To us it made sense, but we had neglected our intended user 
base. They were not as involved with the topic and the re-
search. They would wear the Apple Vision Pro and would 
have a time to adjust with the interaction and the technolog-
ical and then be able to be receptive for the topic of the ap-
plication. 

The last point that we had neglected, that we could and 
should not shy away of showing the process of the research. 
Even if it included animal testing. It would be disingenuous to 
omit that part.

We had to regroup and think about the research that we 
had done. We had to look at our findings that we concluded 
from our storyboards before and not let us blind by the capa-
bilities of our hardware. We had thought of an augmented 
reality application and wanted to reach that goal. We feared 
implementing real-life objects. We had to shed that fear. We 
had a great team of partners behind us, that could provide us 
with the material that we could use in our application and the 
showcase of it. The research would be the core part of the 
application nether less. Concentrating only on the result of 
the research would result in an interesting application, but it 
would not communicate what our partners are doing on the 
daily. By using Augmented Reality, we could let the user ex-
perience how research is conducted and how the results are 
obtained. Only exhibiting the result would not highlight the 
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months and years it takes the researchers to arrive at the re-
sult.

The implementation of sound was a great addition and 
most of the participants asked about the story were happy 
with this idea, as it would underline the communication of the 
application. 

Our findings after this internal reflection  
were the following:

01. We must include the topic of animal testing.

02. We must concentrate on what we researched; the 
process of the research must be the thematic focus 
of the application.

03. For an application to fit into the range of Augment-
ed Reality it needs to interact with the “real 
world”

We took these finding into the creation of our final sto-
ryboard. We chose to keep the onboarding as it was received 
well and felt complete. Yet we would have to modify it to 
match the new storyboard.

Storyboard Version 4

For this storyboard we looked at all the storyboards we 
had done before and reflected on our goals and ambitions 
that we had for this project. Of each finding of the story-
board, we chose one that we wanted to have implemented 
and prove justice too. For the process of choosing what find-
ings to implement we looked at our design methodologies. 
The technique of sifting seemed to have them most impact. 
We could write down all the findings, see where we had du-
plicates and what could be considered outliers. We went 
back to our credo “show don’t tell” and investigated what our 
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partners were expecting from us, but also what we were ex-
pecting from us. This process deemed to be highly important. 
Looking back at everything we had done so far, and how we 
should continue gave us the confidence to go about continu-
ing this journey. 

The core findings:

01. We must concentrate on the process of research. 
This is the interesting part and can lead to the un-
derstanding of the result of the research. 

02. We must include the topic of animal testing and 
treat the animal in our application with as much 
dignity as the researchers are treating the ani-
mal.

03. The application must interact with real world ob-
jects. Only this way the application could be a true 
Augmented Reality application.

Not included in the core findings is the sound. We pre-
dicted that we would come into a time constraint, and as we 
both were not trained, nor fairly talented in sound engineer-
ing, we decided to keep sound in mind, but to not put our fo-
cus on this aspect of our work. We would need to have a 
soundscape for our application, but we decided to keep this 
aspect as simple as possible, there could also be an effec-
tiveness in having the soundscape be simple, as the sound-
scape would then not distract from the content bit rather un-
derline the content. 

Before drawing our final storyboard, we also chose to 
do extensive testing with the headset. In these testing we 
evaluated what was interesting to interact with. 
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Figure 56 Home,	authors	work,	2023
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Figure 58 Storyboard	final,	sheet	2,	authors	work,	2024

Figure 57 Storyboard	final,	sheet	2,	authors	work,	2024.
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Figure 60 Storyboard	final,	sheet	4,	authors	work,	2024.

Figure 59 Storyboard	final,	sheet	3,	authors	work,	2024.
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Looking back at our research we decided to focus the 
application on the building of radiotracers. We took the User 
journey of the workshop that we had conducted with the re-
searchers of the University of Zurich and looked at that pro-
cess. The user would now create the radiotracer from a ref-
erence screen. The decision behind the reference screen 
and how we validated this decision can be read in the chapter 
user testing. Depicting the building of the radiotracer fulfilled 
the first one of our core findings. We could show to the user 
what the different parts of the radiotracer are, and how they 
attach to each other. This interaction also gave us the chance 
to depict, what is the specialty of HollandLab. The research 
specializes in finding new ways to attach these radiotracers 
together, so they are more stable and usable. 

Figure 61 Storyboard	final,	sheet	5,	authors	work,	2024.
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The built radiotracer could now be induced into either a 
mouse or a disembodied clump of cells. The user would have 
to take the decision themselves if they wanted to see the an-
imal testing or not. This made it possible for us to depict the 
animal testing in a more detailed view. The benefit was as 
well, that we could show two different functions of the tracer. 
If the user induces the tracer into the cells, they could see 
how the antibody attaches to the cancerous cell. If the user 
induces the tracer into the mouse, the user can observe how 
the tumor on the mouse gets smaller. We felt like it would be 
fairer to the user, if they could choose how they want to in-
duce the tracer. We wanted to show how animal testing has 
its part in research, but we also cannot force every user into 
getting this perspective. The testing of tracers is not only 
done in mice, cell cultures get used as well and not depicting 
that would be a negligence on our part.

Figure 62 Storyboard	final,	sheet	6,	authors	work,	2024.
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We implemented real life objects onto our application. 
The application would now detect the two flasks and interact 
with them. By creating this simple interaction, we could cre-
ate the illusion, that the laboratory becomes alive with the 
application. We can also use this simple micro interaction to 
make the scene more pleasing and interesting to the eye for 
the visitor. We found in this interaction a nice analogy, that 
the laboratory would reveal itself and basically become func-
tional through the vision pro. This was also the usage of Aug-
mented Reality that we had intended.

We had to let go of the time gesture. In first technical 
tests it deemed to be technically very difficult to implement. 
We never received very positive feedback of the time ges-
ture, so we decided that it did not further the narrative of the 
application enough to warrant the expense it would require 
to implement.

Findings

This was the final storyboard. After we had created this 
storyboard, we went into the development and design of the 
application. From this storyboard we learned that we should 
have had mire trust in our research. Creating three bench-
marks onto which we built the storyboard seemed to be more 
fruitful in this stage that to just implement the findings from 
the last storyboard. Creating these benchmarks from all the 
last storyboards gave us the impression that we had imple-
mented the whole process into our final storyboard. We could 
see what had influenced which decision. And so most deci-
sions were funded and did not feel like assumptions.
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Figure 63 Storyboard	Version	3,	sheet	2,	authors	work,	2024
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(Apple,	Inc.,	2024c;	
Apple	Inc.,	2024)

(Apple,	Inc.,	2024h)

Previewing virtual 3D content

One important method of making our storyboards visu-
ally	and	digitally	 tangible	was	previewing	our	 intended	3D	
content without having to code. This is a conscious decision 
as to not invest time in an advanced technical prototype 
during a phase where the concept idea is not finalized yet. 
We wanted to iterate on one more storyboard version before 
moving on to a more complex prototype was deemed viable, 
but for our case that would mean the start of the actual app.

The no-code workflow is an effort Apple is making with 
Reality Composer Pro and has made so with Create ML, to 
create	3D	virtual	content	and	preview	them	directly	to	the	
Apple Vision Pro or, respectively, to train object detection 
classifiers without the need of Xcode. 

As we now have obtained the device, we started using 
this feature in regard of our tighter time schedule. We also 
used this method to our advantage as an acceleration of the 
concept	phase.	It	is	important	to	note	that	previewing	our	3D	
models from Reality Composer Pro into real space was a dis-
abled feature until we connected the device. Since the stage 
of the third storyboard version, this form of rapid previewing 
has followed until the end of the project. 
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Figure 64 Preview	of	the	blood	cell	mode,	author’s	work,	2024.
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Previewing the storyboard and video in 3D

In preparation for the third and last meeting in the de-
sign department, we on one hand prepared a video to com-
municate the user flow developed from our storyboard itera-
tions. While this was more time-intensive to model and 
keyframe, it was an efficient solution in presenting our viable 
proposal as a programmed version would not be ready by 
that time.

On the other hand, we wanted to showcase the look and 
feel	of	the	app	by	staging	it	in	a	3D	reconstruction	to	view	
from	different	angles.	Both	the	video	and	the	3D	reconstruc-
tion of the dedicated space were well received. It communi-
cated what we had in mind in a timely manner.

From the last storyboard we created an animated video. 
This gave us an idea of the flow of the application. It was also 
good to see how the visuals and the sound would interact. 
We had not implemented the reference window yet in the vid-
eo, but still it was a valuable test. From this video prototype 
we learned, that. It would not need too much sound. Short but 
impactful sounds would be more valuable than a complicated 
soundscape. The video was also a good way to show how the 
application would look to our partners. After they saw the 
video, we received the go to start with the development and 
final design.
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Figure 67 Screenshot	Video	Prototype,	authors	work,	2024

Figure 66 Screenshot	Video	Prototype,	authors	work,	2024

Figure 65 bezel.it	prototype,	authors	work,2024.
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Happy Path prototype

The flow designed in Figma would mimic the building of 
the radiotracer. The user had to arrange three different ele-
ments in a in the beginning specified pattern. The interaction 
was a drag and drop interaction, the shapes were simple 
squares in different shades of grey. The user had to arrange 
the elements and could then test if they had found the de-
sired combination. The test was that they had to compare 
two different outputs that the combination generated. If the 
outputs matched the combination was the correct one. The 
whole user interface was designed to be as boring as possi-
ble from a user experience standpoint. Having it as boring as 
possible would give us some leeway in our own design, as 
this would be more colorful and interactive. 

The prototype was presented at the Progress Session 
2, were in total five of our peers interacted with is. The data 
was collected in maze. This gave us a better overview of what 
was happening and how long participants were interacting 
with it.
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Figure 68 Figma	prototype	start	screen,	authors	work,	2024
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Figure 69 Figma	prototype	test	screen,	authors	work,	2024
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Figure 70 Figma	prototype	end	screen,	authors	work,	2024
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Findings

This prototype gave us the insight, that the user is not 
very tolerant to boredom, but very eager to achieve a goal. In 
the data we could see that some users were very eager to 
achieve the desired combination and interacted with the pro-
totype for a long time given its visual language. Other users 
got bored very fast and gave up. In the questionnaire that 
was appended in the end of the test, participants that had a 
short interaction time told, that they did stop the program as 
they did not know for what they should find the desired com-
bination. Users that interacted with the program for a long 
time stated, that they wanted to find the combination out of 
satisfaction and eager. We were present at the flow and could 
observe our participants. In most we could see some visible 
signs of distress and frustration. From that we concluded that 
it would be important for the user to know why they were 
completing the application. There needed to be a clear com-
munication on the goal of the “game”. The program could not 
take too long, it should have some difficulties to it, but not too 
much. We had to find a sweet spot between difficulty and in-
tuition.

Creating the prototype gave us another finding. It be-
came clear to us, that we were dealing with mathematical 
permutation. The combination of the tracer would be a 
non-linear permutation. This was the case because the ele-
ments	would	be	in	a	3D	realm.	The	combination	that	came	
from	the	combination	could	be	rotated	and	moved	in	the	3D	
space, so the position of the individual element would not 
matter, but how the elements were chained together and 
their position in the chain. This meant, that there actually 
were not that many possibilities to arrange the elements. This 
meant, that the process of creating the combination had to 
be difficult enough, so the user would not just try everything 
through without learning anything.
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Figure 71 Graph	showing	the	permutation,	author’s	work,	2024
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Figure 72 Paper	Prototype	of	the	UI	elements,	authors	work,	2024
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Figure 72 Paper	Prototype	of	the	UI	elements,	authors	work,	2024
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Production Pipeline

In effort to make the app project of our thesis reproduc-
ible for interested readers, we wanted to dedicate a chapter 
on the tools, development environments, and frameworks we 
used to make On Radar compile on the Apple Vision Pro.

The main production pipeline can be generally split in 
a.)	modelling	and	texturing	the	virtual	3D	content	and	b.)	pro-
gramming	the	app	that	bundles	3D	assets,	 logic,	and	user	
interface. We create and animate our models in Blender, tex-
ture	them	in	Adobe	Substance	Painter	3D	to	export	them	as	
USDZ files, which are then imported in Reality Composer Pro. 
From there we prepare our assets to be linked with Xcode, 
the development environment for building on the Apple Vi-
sion Pro. We use SwiftUI, RealityKit and ARKit as our main 
frameworks to handle user interface, gestures, tracking and 
logic. With Git, we document our steps towards realization of 
the final app.

sketching phase 3D modeling texturing combining the assets Application

sketch 1

sketch 2

sketch 3

visual 1

visual 2

visual 3

decision

what should be
visualised

wich visualisation
makes the most sense

Discussion Paper & Photoshop Blender 3D Adobe Substance Painter 3D
Adobe Photoshop

Reality Composer pro xCode

Figure 73 Production	Pipeline	graph,	authors	work,	2024.
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Blender

Blender	is	an	open-source,	free	3D	modelling	program.	
We evaluated different solutions for our modelling but ended 
on Blender for the following points. Upon this fact, there are 
a lot of sources that can be found on the internet. Every prob-
lem that has occurred to someone with Blender has occurred 
to another person as well. For nearly every problem there ex-
ists a plug-in or a tutorial. The fact, that both of us had sev-
eral years of experience with Blender and its workflow made 
it an easy choice. There is the critique in Blender, that it is not 
the industry standard and because of that reason, it makes it 
hard to collaborate with other creatives. But the Blender 
community is extensive, and we were not working with out-
side help. The integration of Blender into our workflow was 
easy and intuitive, why we did not regret the choice. 

The fact that we were not planning to do any sorts of 
texturing in Blender also was ideal. We could use Blender as 
a standalone modelling software and choose different, bet-
ter suited software for texture painting.

Substance Painter 3D

In early sketches we tried to do our texturing in Blender 
as well to have everything done in one software. We quickly 
realized that Blender is not optimized for the creation of as-
sets for Reality Composer Pro. The biggest setback is that 
due to the qualities of spatial computing we were working 
with a real time render. A real time render is a render engine 
that is working with continuous data input. This makes it im-
possible to prebake materials, especially normal maps. One 
of the hardest problems we faced when working with Sub-
stance	Painter	3D,	was	that	the	seams	of	the	UV-maps	start-
ed to appear. This gave the models a cheap quality, that we 
were not looking to have. The problem with this problem was, 
that the error was not consistent over the models. With some 
models we faced this problem, while other where 
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completely fine. It was not clear if it was a bug in the software 
(this	was	highly	unlikely,	as	Substance	Painter	3D	is	the	in-
dustry	 standard	when	 texturing	3D	models.)	 or	 if	 it	was	a	
problem with the UV unwrapping. By furthering our under-
standing of the USDZ format, we were able to eliminate that 
problem.

USDZ

Early on we were confronted with the new file format 
USDZ. It was integral in our workflow with Reality Composer 
Pro	and	Xcode.	The	USDZ	format	(Universal	Scene	Descrip-
tion	Zip)	is	a	format	that	is	based	on	the	universal	scene	de-
scription framework by Pixar. It is a format that includes all 
the	necessary	details	to	display	a	3D	object,	without	external	
dependencies. Considering that we did all modelling in Blend-
er, it was perfect for our workflow. Once we got all the differ-
ent components that a USDZ file contains, it was easy to 
choose the best suited software for each of the component. 
Figuring out the USDZ export from Blender was tricky, but 
thanks to the open-source community not impossible to fig-
ure out. An interesting thing about the format was, that it has 
some limitations. Mostly considering shading information. 
We decided to embrace these limitations and include them 
into our design guidelines.

The USDZ format works with a root system. This means 
that every mesh is placed in its own scene with its own origin. 
By figuring out how we could only export the root that was 
directly attached to the mesh we solved the problem of dif-
ferent root systems overriding their origins. This fixed the 
shading issues as the UV maps took their coordinates from 
the root.
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(Apple,	Inc.,	2024h)

(Apple,	Inc.,	2024h)

Reality Composer Pro 

Reality Composer Pro is an integrated application of the 
open developer tools in Xcode, developed and designed by 
Apple	Inc.	and	released	in	2023.	It	is	aimed	for	importing,	ed-
iting, and previewing USDZ formatted files, audio, and cus-
tom materials and much more. The developer tool prepares 
the accompanied classes and structures for us to program-
matically incorporate them in our app code base, in which all 
our imported models and files are created at build-time, so 
no further computation is needed in app run time.

The	app	offers	an	ability	 to	preview	our	 imported	3d	
models, allowing us to quickly get an early feeling of how ob-
jects are situated in the real space. The preview system note-
worthy	and	for	the	design	process	helpful	features	1.)	scaling	
through	zoom,	2.)	all-axis	rotation	through	pinch	and	rotate,	
3.)	placement	on	any	desired	location	in	real	space	and	4.)	
reaction to the light conditions in the real environment. In Re-
ality	Composer	Pro,	after	importing,	we	place	our	desired	3d	
models, audio files and particle emitters on a so-called scene. 
One scene is therefore made up of many objects we want to 
display in our app later. A Reality Composer Pro project con-
sists of multiple scenes. 

Xcode

Xcode is the integrated development environment by 
Apple Inc. used for building apps, frameworks, and platform 
extensions for all Apple platforms, namely iOS, iPadOS, wa-
tchOS, tvOS and most recently visionOS. The latest version 
of	Xcode	15,	just	as	Reality	Composer	Pro,	also	comes	in	favor	
of the design process, namely with its own preview system. 
Since Apple’s introduction of its new UI framework SwiftUI in 
2019,	the	workflow	has	not	just	been	eased	for	developers,	
but it opened the door widely for designers to take part in 
UI-level development. The new preview canvas renders UI 
and code side by side on the IDE and allows any code change 
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2024h)

(Apple,	Inc.,	2024i,	
2024t)

to immediately re-render the canvas. The previous workflow 
required compiling and building the whole app project every 
time the developer makes a change in the code. We now have 
a real-time editor to view our changes made to the coded UI. 

Without touching deeper levels of the code base, we 
can	thus	intertwine	our	design	practice	closer	to	the	UI-	and	
UX engineering aspect of prototyping, leaving the lower-lev-
el, abstract aspects of the code base to the software devel-
oper.

An Xcode project includes all the supporting files, in-
cluding code, assets and packages that are compiled for in-
stallation on the headset. The Reality Composer Pro project 
is also stored in the Xcode project hierarchy but decoupled 
as a standalone Swift Package. This allows us to separate the 
code	 from	the	3d	model	domains	and	keep	 the	project	as	
clean and decoupled as possible, while still having access to 
the respective files. 

Xcode simulator

Among the open developer tools such as Reality Com-
poser Pro is the Simulator app that comes bundled with 
Xcode, and it is also tightly coupled with the IDE. This pro-
gram, as the name suggests, allows us to run multiple simu-
lations of Apple’s operating systems on the Apple Vision Pro 
or iPad and more platforms without having to rely on a real 
device. However, when it comes to hardware capabilities 
such as sensors or cameras, we must fall back to a real de-
vice. Testing gesture input or   ARKit and RealityKit features 
undisputedly require us to test on real devices. 

Testing our assumptions and iteration through an actu-
al device is an important aspect of our process. Not even the 
visionOS simulator on Xcode could bring us close to the find-
ings than experiencing the prototypes on the device. None-
theless, the simulator gave us more advanced preview 
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Figure 75 Screenshot	Xcode,	authors	work,	2024.

Figure 74 Scereenshot	Reality	Composer	pro,		authors	work,	2024
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2024t)

(Apple,	Inc.,	2024q)

(Apple,	Inc.,	2024p)

settings with run-time logs and debugger messages. Also, 
on-device testing is not always needed so it depends on 
which previewing method suits best for use: Reality Compos-
er	 Pro	 for	 just	 previewing	 3D	models,	 Xcode	 previews	 for	
quick	manual	UI	tests	along	3D	models,	Xcode	simulator	for	
debugging or the actual device in manual user tests for in-
stant feedback gathering.

Swift Programming Language

Since	2014,	most	app	projects	on	Apple	platforms	are	
built with its own, and open-sourced, programming language 
Swift, while also still today, many large corporate projects are 
maintained with its predecessor Objective-C. 

Swift is tightly integrated into the Xcode IDE and fea-
tures native integration of the visionOS   SDK and APIs for op-
timized run- and build time compiling. Throughout our thesis 
practice, we do not just program with the Swift language. We 
prototype with it, iterate, design, and engineer our user inter-
faces and experiences. The two core building blocks of the 
whole app project consists of the SwiftUI and RealityKit 
framework.

SwiftUI

Cocoa developers and designers used UIKit and UISto-
ryboard as the standardized toolkit for building the visual 
user	interface	on	iOS.	With	the	introduction	of	SwiftUI	in	2019	
Apple determined a new standard, involving no more UI sto-
ryboards that had to be first laid out for each device size 
class and later connected with code. In favor of a declarative 
syntax	 (old	 imperative)	 that	 is	 in	 pure	 code,	 now	we	have	
code and preview side by side in real time, without us having 
to deal with the UI storyboard anymore. Any change to the 
code we make, Xcode renders a new preview based on that 
change, thus accelerating the app design workflow. 
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RealityKit

The second main building block of our app project, next 
to rendering our user interface with SwiftUI, is RealityKit – re-
sponsible	for	rendering	our	3d	models,	animations,	and	ma-
terials. In visionOS, RealityKit and SwiftUI are closely tied 
with one notable UI component for the platform: RealityView. 
The	reality	view	component	allows	us	to	not	only	load	our	3d	
models but to also attach SwiftUI views directly to the mod-
els. 

For our design process, we have another additional 
shortcut before the advanced use of RealityView comes into 
play. In complementation of RealityView, we have a more sim-
plified	version	called	Model3D.	Just	like	in	Reality	Composer	
Pro	for	no-code	previewing	3d	models,	Model3D	is	the	next	
step	to	programmatically	display	a	3d	model	without	further	
setup,	providing	the	absolute	basics	of	displaying	a	3d	mod-
el on a SwiftUI view. 

Git

As	1.)	part	of	our	complete	progress	documenting	the	
app	development	aspect	steps,	and	as	2.)	a	structurization	of	
the whole described pipeline in a repository, we work with Git 
– an under the hood development integration tool for devel-
opers to work on the same code base simultaneously. 

We use Git to commit each process and successful im-
plementation to the stack, while each commit consists of a 
small set of changes made to files in the project folder hier-
archy. In addition to commits, we work with so-called branch-
es to separate the development, fixing and testing of new 
features and add-ons. Branches then contain these commits, 
which	after	peer-review	get	merged	into	the	master	(or	main)	
branch – the stable, shippable state of the project. As a rule 
of thumb, every new feature, bug fix or experimentation is 
branched off the main branch and thus separated from each 
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other, until ready for merge. 

Not all files in the program have to be included in our 
project pipeline: while we store Blender project files locally 
on our personal devices, the Xcode project must be in sync 
for each of us to have a compile-ready build on our local ma-
chines that we pull from our git-repository.
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Project Development
App Development

User Flow

The user flow for this application includes several lay-
ers. For one it is displays what is happening on which window 
and in which window. This system allows to keep an overview 
on what is displayed when. This is not only important to as-
sess, that the user is not overwhelmed by the amount of in-
formation that they find in the application, but also that we 
can keep the performance load of the assets in control. The 
user flow of an application can be as streamlined as possible, 
if the user must deal with long wait times, the user experience 
depreciates. 

In addition, we need to decide at which stage of our app 
user flow we want to use which of the three visionOS UI build-
ing blocks: windows, volumes, and immersive spaces. 

How the research informed the design

The application should in its functionality represent the 
user journey that the researchers go through in their re-
search. The user flow is constructed around the user journey 
that we had discovered and established with the researchers 
in	 the	workshop	(see	chapter:	Workshop	–	Group	Holland-
Lab).		

An element that we identified as important was the 
non-linearity of the research. By implementing certain feed-
back loops, the hope was to communicate this nonlinearity in 
the overall user experience of the application. These feed-
back loops were designed to fit the pace that the researchers 
would have to take in their research.
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 One specific detail is the testing feedback loop (see 
figure	72).	There	was	a	discussion	whether	the	user	should	
receive the feedback if the connection is correct while build-
ing, or if the feedback should be a step that can be only ac-
cessed through testing the whole tracer that the user just 
had created. Looking at the user journey of the researchers 
it can be identified that they do not receive feedback while 
mixing their compounds. A series of tests have to be imple-
mented after the researcher had “finished” the mixing of their 
compound. According to this, the decision was taken to im-
plement the testing as a deliberate step that the user had to 
take when wanting to advance in the user flow of the appli-
cation. Several other decisions regarding user experience 
were taken.

The user flow was then adapted into a workshop that 
was tested with the respective age group the application was 
designed	for	(see	chapter:	User	Testing	–	Workshop	Class-
room	go	tec!),	as	well	as	in	forms	of	user	testing	with	both	
involved parties from museum and research group.

The flow around the animal testing was done with au-
tonomy in mind. There the process is not accurate with the 
scientific process. The scientists cannot choose if they want 
to induce into an animal. But they make that decision with 
purpose in mind. Tracers get only induced into animals when 
the testing requires it. By having the selection of different 
tracers that could accomplish different goals, we could let 
the user make this assessment and decide if they want to in-
duce into the animal. The recreation of this decision process 
was the goal, while giving the user the choose what they 
wanted to see and experience. 

With our happy path testing (see chapter: Prototype – 
Happy	Path	testing)	we	could	determine	how	many	a.)	feed-
back	loops	will	be	tolerated	by	and	b.)	how	many	combination	
options won’t overwhelm the user. In this test it seemed that 
three variations seemed to be the ideal spot. This was also 
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advantageous for us as HollandLab produces three different 
tracers with three different functions. There was a plan to vi-
sualize more tracers but looking at our capabilities and fea-
sibility, there would not be the capacity to achieve this while 
being just to all aspects of the visualization.

Interaction Identity

To have consistent interactions for the flow of the ap-
plication, the decision was taken to have the same interac-
tions in rotation over the application. This would make it eas-
ier for the user to identify which elements are interactive and 
what interactions are to be taken. This idea was taken from 
popular application that follow the same principle. The team 
behind the Apple Vision Pro has come up with a system for 
designers and developers as a guideline for the design of ap-
plications. These guidelines were closely studied and ap-
plied where possible and purpose. After the decision was 
taken to not include the “time gesture” anymore, it was clear, 
that the application would concentrate on the pinch and drag 
gesture. This was not unfortunate, as it gave the chance to 
think about the pinch and drag gesture and its purpose in ev-
ery aspect of the application. Another purpose of this focus 
was that the assumption was nearly certain, that none of the 
potential users had ever used an Apple Vision Pro before. It 
would be wise to not overwhelm them with several interac-
tions from the start of the journey.
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Figure 76 Flow	of	the	application,	author	work,	2024.
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(Apple,	Inc.,	2024g)

(LaValle,	2023)

Human Interface Guidelines

To make On Radar as enjoyable and didactically valu-
able, it should take advantage of features the likes of spatial 
audio, immersion, and the magic of having objects come to 
life. The materials should be crisp and sharp with qualities 
that tell a story and inspire wonder. Yet with all the possibili-
ties there had to be set some restrictions. For the safety of 
the user and for accessibility reasons, not every moment 
needs to be fully immersed. Right after we got to try the Ap-
ple Vision Pro for the first time, we thought we should imple-
ment as much immersion as possible. But goals should be 
achieved with as little immersion as possible. When used 
sparsely, the immersion can function as a storytelling tool 
and fire the user with enthusiasm. But if full immersion is used 
excessively, it can create accessibility issues. Not everyone 
can be in virtual spaces for an extended amount of time. By 
limiting the usage of virtual spaces, we would honor the Aug-
mented Reality aspect of our application and extend our pos-
sible user group.

To honor the human interface guidelines and to not 
throw the user into a full Immersive Space from the start the 
decision was taken, to start the application with a window. 

By working with real-life objects, an anchor was placed 
in the real world for the user, by this the user would not move 
around an excessive amount. Having this feature would be 
beneficial for the safety of the user and bystanders.

It was important for content to start in the field of view 
of the user, otherwise there could be confusion to where 
things are located. And as there should not be too rapid 
movements it was to adhere to this concept. The anchors in 
the reality aspect of the augmented reality experience would 
also give the user an idea where to interact.
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Every interaction that could be done with a gesture 
should also have UI that correlates with the interaction. This 
gives the user several parts to achieve their goal. 

Visual Identity

The visual identity posed a challenge. The application 
should not feel like a school lesson, but also should not heav-
ily remind the user of the schoolbooks that they already work 
with. Some concept of the visualization would have to be tak-
en from the classic science visualization, but for the most 
part the idea was to create a visualization that communicates 
the concept without looking too scholarly.

Interface Design

The interface design largely adheres to the apple visu-
al guidelines. As the ideal as that the application would fit into 
the apple ecosystem, it was not far off to adapt these guide-
lines to our application. From the expenditure it would take to 
create a new Interface Design and the specific user testing it 
would take to argument for such a feat, it would be excessive 
to develop such a feat in the timeframe given. Especially 
when there is a design that mostly works and exceeds our 
expectations.
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Figure 77 Windows	overview,	authors	work,	2024
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Figure 77 Windows	overview,	authors	work,	2024
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(Brodlie	et	al.,	2012)

Translating Science Visualization  
into interactive 3D

Science visualization is largely in 2D and non-interac-
tive. Yet it was a great source of inspiration when designing 
for the application. The visual communication of difficult to 
explain concepts was a source of learning, and inspiration. In 
its core the goal of scientific visualization is to make data un-
derstandable and graspable. We were not working with data 
in a traditional sense, but the interpretation of date. We had 
to create a derivate of this interpretation of the data. And 
make that derivate interactive, to further the understanding.

To translate the science visualization into an interactive 
visualization, we enabled techniques of storytelling and gam-
ification.	So,	the	subject	would	be	visualized	in	3D	and	the	in-
teractive part would reference aspects of a game. This in-
spired us to have the visual aspect of the application reference 
games. We looked at different games and how they chose to 
work with visuals to create a consistent immersive experience. 

For the chemical components, we could heavily rely on 
the visualization that had been done by holland lab. This made 
is easier to be scientifically accurate. There was not a reason 
to create an entirely new system, as this research was visual-
ized in an understandable and intuitive way, that had to be 
translated	into	interactive	3D.

The	structure	that	is	displayed	in	figure	36	was	the	basis	
of our tracer visualization. From our meetings with the stu-
dents form HollandLab we had to display the Y-structure and 
the chelate had to be around the nuclide. Otherwise, we were 
free in how we would visually describe the elements. 

The different elements were isolated and visualizations 
for each would be constructed. The important aspect of the 
visualization was that the mesh of the model had to communi-
cate what the element was for.
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Figure 78 Visualization	of	a	radiotracer,	hollandlab.org,	2024
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Visualizing animal testing

Animal testing does not get visualized often. Especially 
in an interactive way. This meant we had to be careful with 
the visuals that we chose. We did not want our visuals to look 
like a pamphlet about the brutality of animal testing. Yet we 
did not want to compromise and minimize the visuals. This 
meant to perform a visual balance act. The decision was tak-
en to weave in between a realistic representation and a styl-
ized abstraction.

While visualisations around animal testing are largely 
based on the politics around animal testing, we chose to rep-
resent the animal in a state where it wouldn’t be ridiculed, but 
dignified. For that we looked at the behaviour of the real lab 
mouse and modeled our mouse of to that.

For our model we worked with a pre-rigged model, that 
we had found and paid for. This was done for time and skill 
reasons. This model was right in between the realism and the 
abstraction that we were looking for. 

The rigging makes it possible to animate the mouse, so it 
would not be a dead thing without any life. For this task videos 
of mice behaving normally were searched and reviewed. In re-
ality, laboratory mice are more lethargic and do not move around 
too much. But representing this movement would not let the 
user experience how the tracer can make the mouse get better.

A though laboratory mice are often bred to not have hair, 
we decided to go with a visualization, that would include hair. 
This was done on one hand, because the Science Pavilion re-
quested it, but as well it was a decision to make the mouse still 
graspable as an animal that is not only there to be used. The hair 
would not be modelled, but painted on, in Adobe Substance 
Painter	3D.	This	was	done	for	performance	reasons.	Having	
real hair, that would display physics was not important or the 
impact of the visualization, so there was no reason to create it. 
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Figure 80 Lab	mouse,	wikipedia	commons,	2014

Figure 79 Render	of	the	mouse	model,	authors	work,	2024
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3D Style

The	3D	style	was	low	poly	modeled.	This	was	done	to	have	
the least amount vertices as possible. Vertices are the points that 
construct	a	3D	model.	The	USDZ	format	allwed	us	to	work	with	
modifiers and would translate them. Modifiers are operators, that 
manipulate the mesh without changing the amunt of vertices. For 
low-poly models, as they are common in games and spatial com-
puting, they are well regarded and tried and tested.

To have the model in its design represent what it was com-
municated, we were inspired by their functions. 

The mesh of the linker would have to look like a chain, the 
different linkers would be variations of the chain. The Links of the 
chain would be different and let the user differentiate between the 
different elements when selecting the elements and when looking 
at the reference window.

The meshes should not only be distinguishable by material 
and color, but also by shape. This was done to make it easier for 
the user to distinguish between the different elements, but the 
material capabilities of the Apple Vision Pro should also be shown 
off.

Materials

As we were working with building blocks, we were inspired 
by building materials when designing the materials for the ele-
ments. Having a wide variety of materials that were covered most 
aspects of materiality there is, it would be a nice showcase, and 
a good experience for the user. With the visuals of our project, 
we could provide our user group with some variety of what 
science communication could be and how it could look like.
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Figure 82 3D	Model	with	modifier	applied,	authors	work,	2024.

Figure 81 3D	Model	without	modifier	applied,	authors	work,	2024.
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Figure 84 Mesh	Linker	2,	authors	work,	2024.

Figure 83 	Mesh	Linker	1,	authors	work,	2024.
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Figure 86 Material	linker	2	in	Adobe	Substance	Painter	3D,	authors	work,	2024

Figure 85 Mesh	Linker	3,	authors	work,	2024.
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Figure 88 Material	element	antibody	2		in	Adobe	Substance	Painter	3D,	authors	work,	2024

Figure 87 Material	element	antibody	3		in	Adobe	Substance	Painter	3D,	authors	work,	2024

166

On Radar Bachelor Interaction Design

Project Development



Figure 90 Material	chelate	1		in	Adobe	Substance	Painter	3D,	authors	work,	2024

Figure 89 Material	nuklide	element		in	Adobe	Substance	Painter	3D,	authors	work,	2024
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User Testing

Workshop Classroom (go tec!)

Early on we were looking to have a Workshop with our 
target	group.	The	ideal	would	be	to	have	10	to	20	pupils	from	
the ages of thirteen to sixteen. This would also be the age 
group that would be best suited for our application. Consid-
ering, that we both are nearly a decade older than our target 
group it was important to meet with them and see what is in-
teresting and engaging for them. The school go tec! Was very 
generous in allowing workshop planning, which gave us full 
creative control to achieve our data collection. The duration 
of	the	workshop	would	be	3-3.5h.	

Considering the number of participants that we were 
expecting, it was evident, that we would not do a user testing 
in a traditional sense. We only had one headset and we ex-
pected it would not be fun to have the pupils test the appli-
cation one by one. We understood that our application had a 
didactic claim. It was our goal to inspire enthusiasm for radio-
chemistry and chemistry in general in our target group. With 
our two groups we would test the user flow of the application. 
In theory, by substituting the contents of the application with 
a different topic but keeping the same structure, we would 
have data that could show us, if our user flow would achieve 
the didactic success that we were looking for. In its essence 
our application aims to explain a complex topic to people that 
have no or limited previous knowledge. We created a work-
shop around Design Thinking and Augmented Reality that 
follows the user flow of our application. It was a great oppor-
tunity to let our user group interact with the Apple Vision Pro 
and see if it would fit, how long it would be comfortable and 
how quick they would be to learn the User Interface.

We organized two workshops with two different class-
es. This would give us the chance to apply the findings from 
our first workshop and test the revised concepts. It was 
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ideal to have this many participants as this gave us a wider 
collection of data points. We checked our assumptions by 
documenting the workshop with pictures and memory re-
cords, that we immediately captured and discussed on our 
way from Schaffhausen to Zurich. This hour of immediate re-
flection was great, as our memory was as fresh as it could be. 
We could not capture video, as we did not have the permis-
sion of all the pupils to capture their faces.

Conceptualization Workshop 1

Basis: 

01. 23	Participants
02. Age:	15-16
03. 3.5h
04. Material:
05. Reality	Composer	on	iPad	(no	LiDAR)
06. iPad
07. Predefined paper patterns for simple 

geometric forms
08. Scissors 
09. Colored pencils 
10. Loose paper
11. Adhesive tape
12. Glue
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The main findings and assumptions that  
we wanted to check:

Assumptions:

01. The User Interface of the vision pro needs a heavy 
instruction.

02. The medium would inspire creativity and action 
itself.

03. The User should not be bored with too much intro-
duction.

04. The flow that we had created works with our target 
group. (See figure X)The main Data that we want-
ed to collect:

Data:

05. How long until a teenager is bored with the topic of 
Augmented Reality?

06. How long until a teenager is frustrated  
with a topic?

07. How big is the motivation to experiment?

08. How long until the vision pro hurts on the 
face?
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Workshop 1

Schedule:

01. Introduction
02. Who are we and what are we doing today?
03. What is design thinking and how can we use it in 

design.
04. Break
05. What is a paper prototype.
06. Paper Prototyping.
07. Break
08. Introduction to Reality Composer.
09. Translation of the Paper Prototype into AR.
10. Review and discussion.
11. Thank you.

Each point in the schedule would have an equivalent to a 
chapter in the user flow of the application. The introduction and 
design theory part were coherent with the explanation part of the 
radiotracers in the application. This part was constructed around 
a face-to-face teaching lesson. The pupils only had to listen and 
not interact. We did not set a specific goal of what we had to be 
dine. A feeling of a sandbox was the inspiration. Everything would 
be possible, and in the prototyping and testing the pupils would 
get what was possible and worth perusing. This would be coher-
ent with the building and testing of the radiotracers. By having 
the introduction into Design Thinking and prototyping, the pupils 
would understand by themselves, what interaction designers are 
doing and how they are doing it. By looking at the results of the 
paper prototypes and the AR prototypes we could evaluate if the 
pupils had understood the workshop. 

The breaks in the schedule do not have an equivalent in 
the application. These are purely there, as we cannot expect 
from	 our	 user	 group	 to	 be	 activated	 and	 attentive	 for	 3.5	
hours. The break served a great opportunity to let the stu-
dent test the vision pro and see how they interacted with the 
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Figure 91 User	Flow	prototype,	authors	work,	2024.
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tech and how long it took them to get accustomed to the User 
Interface. Also frankly, how long they could wear the vision 
pro, until the weight would start to feel uncomfortable on 
their faces. 

Implementation Workshop 1

The day before the workshop we got the mail, that the 
Reality Composer could not be installed on the in-house iP-
ads at go tec! This would be devastating, as there was no al-
ternative to the application. We then decided to get as many 
iPads as possible from Leihs ZHdK and set them up by our-
selves. We would then take these iPads to Schaffhausen. As 
we did not know if it would be possible to connect them to 
the Internet there, we set everything up and predownloaded 
all the models. This was stressful and took some of our con-
fidence around the workshop. We were not sure if this had 
influenced the data collection, but we do not want to exclude 
the fact, that this stress could have had some influence on 
the first workshop.

Upon arrival, we set up materials for the workshop. The 
pupils were shy, which we had prepared for but did not ex-
pect. The theory part went quickly with little interaction. We 
had not explained the paper prototype session well, leading 
to many questions. We guided them without interfering too 
much. They used colored pencils to decorate predefined pat-
terns, which was not our intention, given we had no rules at 
that time.
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During the break, there was interest in Apple Vision Pro, 
but	only	about	five	participants	could	try	it	for	5five	to	seven	
minutes each. We set up a live transmission so others could 
see the screen with interactions, allowing us to observe their 
use of visionOS.

For the Reality Composer introduction, we demonstrat-
ed basic functions without handing them iPads, encouraging 
exploration. Most participants owned iPhones, so we expect-
ed quick adaptation. However, they asked many basic ques-
tions and were not as self-sufficient as expected. They were 
hesitant to show their creations, and attention waned in the 
last	15	minutes.	Some	abandoned	projects	did	not	meet	their	
expectations. We wrapped up the workshop easily and on 
time.

Findings Workshop 1

We are not didactically trained. None of us had ever 
done a workshop with people this young. We do not have the 
proper training to qualitatively assess if our teaching has 
worked. For that we planned a short debrief with the teacher 
of the class and the teacher present of go tec! They were able 
to give us qualitative feedback on our teaching methods and 
workshop methods.

Immediately after the workshop we were happy with the 
outcome. Yet in the debrief we had some findings that we had 
not anticipated. The first and biggest one was that the meth-
od of having the pupils interacting on their own terms without 
a specific goal was not the ideal pace. They did not have an 
idea what was feasible and needed a frame to what would be 
possible on themselves.
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Assumptions:

01. “The User Interface of the Apple Vision Pro needs 
a heavy instruction.”

The user interface system of the Apple Vision Pro does 
not need a lot of introductions. The pupils were fast with the 
understanding of the different interactions. After the eye set 
up, most of the testers got the logic behind selecting and the 
gestures quick. We could see this on the stream that showed 
us how they were interacting with the elements in visionOS.

02. “The medium would inspire creativity and action 
itself.”

The medium did and did not inspire creativity and won-
der. From the results we could see that some of the pupils 
were very much immersed in the topic, but most did not know 
what to do with the playground that we gave them. We ac-
credited this to the fact, that we had gave them too little guid-
ance.

03. “The user should not be bored with too much intro-
duction.” 

We were surprised with how well they dealt with the 
theory part of the workshop. They listened attentive and the 
paper prototypes reflected some of the principles explained. 
We saw some great iteration in the prototypes. This meant 
that we had underestimated the tolerance of our user group 
for theoretic introduction.

04. “The flow that we had created works with our tar-
get group. (See figure 86)”

The flow did not work as we had intended. We needed 
to implement a clear goal that the pupils would be able to 
reach and get why they are reaching it. What worked was the 
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testing iteration. The pupils were interested in testing their 
prototypes and see where they could improve.

Data:

01. “How long until a teenager is bored with the topic 
of Augmented Reality?”

This depends on the personality of the teenager. Some 
are very interested in AR and for this they were eager to 
achieve what they had previously prototyped. Yet, when they 
were not interested in the matter from the get-go, it was very 
hard to motivate them to create a viable project. We could 
also attribute, that there was no clear goal.

02. “How long until a teenager is frustrated with a top-
ic?”

We observed that the participants got very easily frus-
trated. We had to do a lot of support with the program and 
the process. We also observed that the participants would 
not try to solve a problem on their own, but rather just ask us 
for the desired solution. This was a difficult observation, as 
from that we concluded, that everything had to be very clear 
to be understood.

03. “How big is the motivation to experiment?”

The motivation to experiment was not there. Now this 
could be attributed to the concept of the workshop and the 
topic at hand. But we did not really feel an inclination to ex-
periment. At some points, we had the feeling, that the pupils 
were waiting for the workshop to be finished.
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04. “How long until the vision pro hurts on the 
face?”

On	average	it	took	around	7	to	10	minutes	until	the	par-
ticipants were complaining about the weight on their faces. 
There could also be seen visible red marks on their faces, 
that indicated, that there had to be a considerable weight on 
the face. 

Form the teachers we received the following feedback. 
They thought that the material was well presented in an en-
gaging way, but that we would have to engage the pupils in a 
more digital way into the topic. We would also have to give 
them a clear topic, that they would have to achieve in their 
own way. By having these mechanics, they would start to ex-
periment on their own. They recommended Edupad to us. 
Edupad is a free browser-based text editor. In this tool, ev-
erybody within the same URL can write at the same time and 
see their peers’ texts. We and the teachers had observed 
some shyness in the pupils about participation. We expected 
to have a higher engagement, when not everyone had to 
speak to engage. 

With these findings we started with the adaption of the 
workshop for the second workshop iteration.

178Project Development

On Radar Bachelor Interaction Design



Figure 92 Workshop	go-tec	1,	authors	work,	2024
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Figure 93 Workshop	go-tec	1,	authors	work,	2024
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Figure 94 Workshop	go-tec	1,	authors	work,	2024
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Conceptualization Workshop 2

Basis: 

01. 16	Participants
02. Age:	15-16
03. 3.5h
04. Material:
05. Reality	Composer	on	iPad	(no	LiDAR)
06. iPad
07. Predefined Paper patterns of simple geometric 

forms
08. Scissors 
09. Loose paper
10. Adhesive Tape
11. Glue

We had observed in the first workshop that some of the 
pupils had just built one of the predefined patterns and then 
colored it with pencils. From this we decided to not include 
the colored pencils anymore, as this was not the intended 
outcome.

The main findings and assumptions that we wanted to 
check:

Assumptions:

01. The flow that we had created works with our target 
group. (See figure 73)
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Workshop 2

Schedule:

01. Introduction
02. Who are we and what are we doing today?
03. What is Design Thinking and how can we use it 

in design.
04. Think of some problems in your everyday life, 

that could be solved with design thinking and 
discuss them in groups.

05. Collect ideas on Edupad.
06. Break
07. Presentation of the goal
08. What is a paper prototype.
09. Paper prototyping a simple bowling game.
10. Break
11. Introduction to Reality Composer
12. Translation of the paper prototype into AR.
13. Review and discussion.
14. Thank you.

In the theory part we gave them an input to reflect about 
their routine and how the theory about Design Thinking could 
be implemented there. By including this, we wanted them to 
reflect in the process of learning and think how this could af-
fect them in a positive way. 

This does not have a direct correlation with the applica-
tion flow, but the implementation of this aspect could give a 
higher and more present engagement. This was implement-
ed from the feedback that was received from the teachers.

We presented them a clear concept of the goal that we 
wanted to achieve together. The concept of bowling was 
chosen, as it utilized some simple functionalities that were 
present in Reality Composer. It is an easy game to effective-
ly prototype with paper. The pupils could prototype and 
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assemble their bowling game in paper and test it right there. 
With testing and prototyping in paper, they would realize the 
limitations of paper. These limitations could then be ad-
dressed in the Augmented Reality prototype. This system 
would suppose as an effective way to teach the concepts at 
hand.

This correlates to the Reference screen, that we were 
planning to implement in the build mode of the application. 
We had the idea from the findings of our first workshop with 
go tec! Giving the user a clear objective was the plan. The 
other parts of the workshop would still reference the same 
parts that were already present in the previous workshop. 

We used the breaks again for letting the participants 
test the Apple Vision Pro. We did not expect to have a big dif-
ference in wear-time. That’s the observation of the pupils, 
looking at the person wearing the device, would be our focus. 
It would be important to investigate, what set up would work 
best when translating what the user in the application sees, 
to bystanders.
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Implementation

The implementation of the second workshop was very 
similar to the first one. Only the notable details will be men-
tioned. There were no technical issues to report on. In com-
parison to the previous workshop we were accustomed to 
most aspects of the workshop and knew our ways around the 
facility of go tec! The pupils were much livelier to the other 
class. This might be attributed to the different personalities, 
or that it was Friday afternoon.

Edupad seemed to be a popular tool, and it made inter-
acting for some pupils smoother and easier. The input that 
was received from the group session, were valuable and it 
heightened the interest of the pupils in the matter. They 
seemed to be skeptical about the proposal of building a bowl-
ing game. But as soon as we started with the paper proto-
types, the initial skepticism seemed to disappear. There were 
not many questions about what they should do, and organi-
cally a small contest seemed to arise. The communication 
about what Reality Composer is capable of was better. They 
understood that there was no possibility to scan the objects. 
But that they had to rebuild their assets form the paper pro-
totype. This time we had preinstalled a scene, that would 
show the basics in how it works. Having an example seemed 
to solve the problem of the never-ending questions. The par-
ticipants seemed to have the confidence, that they could 
solve problems that arose by themselves. There was a great 
output of scenes, and the functionalities were impressive. 
The pupils seemed to explore most of the facets of Reality 
Composer and seemed to get it. The testing and demonstra-
tion of the vision pro were similar, yet we still could identify 
some findings, especially from the way the pupils reacted 
from the outer way in. finished the workshop half an hour late, 
but nobody seemed to complain about the overtime.
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Findings

Immediately after the second workshop we had a much 
better feeling than the after first workshop. Looking at the 
outcomes it seemed that they had had a much better experi-
ence with this workshop. We saw a much wider variety of 
problem-solving aspect, and from the mood, in the work-
shop, also much more fun. With a clear goal the pupils were 
behaving more interested and better understood what there 
was to do. The feedback from the teachers was much more 
positive. They asked us to come back in the summer and do 
the workshop again. When testing the Apple Vision Pro with 
the pupils we learned that it was important for the bystanders 
to see what was happening in the device. The assumption 
was, that this would be important so more people could prof-
it from the demonstration of the device, but it would also be 
important, as the vision pro is filming its surroundings. It in-
spires a level of confidence in the bystanders if they know 
when they are being filmed.

Assumptions:

01. “The flow that we had created works with our tar-
get group. (See figure 76) 

Looking at the results and the quality of the results, we 
are assuming, that this flow works. The results had a greater 
variety in interactions and interesting ideas. The process 
from paper prototype to Augmented Reality was better im-
plemented and on average we saw better quality in outcome, 
from an Interaction Designers perspective.
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Figure 95 Workshop	1	go-tec.	authors	work,	2024.

Project Development187

On Radar Bachelor Interaction Design



One notable mention is one group that built a bowling 
game with a space rocket as a ball. The bowling game had an 
anchor, that made it only playable when the camera was 
pointed to an image of a galaxy. In a unique way they had 
identified the limitations of their prototype and translated it 
inro Augmented Reality, with an aspect of Virtual Reality. 

The impressive aspect of this prototype was, that we 
had not explained how you could anchor sour scene to a re-
al-life object or image. Neither of us had showed them how 
to do it, and neither of us helped them with the anchoring. 
Through experimentation and a fast understanding of the 
topic and the tools they had figured this out by themselves.
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Figure 97 AR	prototype	workshop	2,	students	work,	2024

Figure 96 AR	prototype	workshop	2,	students	work,	2024
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Figure 98 Workshop	2	gotec,	authors	work,	2024
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Figure 99 Workshop	2	gotec	paper	prototype,	authors	work,	2024
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Figure 100 Workshop	2	gotec	paper	prototype	to	AR,	authors	work,	2024.
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Figure 101 Workshop	2	gotec	paper	prototype	to	AR,	authors	work,	2024v
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Science Pavilion UZH museum

We involved five staff members from the Science Pavil-
ion UZH museum in an early technical prototype session on 
the Apple Vision Pro.

The early prototype differs from the final one in terms 
of looks in virtual content. The focus that time was the actu-
al app’s user flow that has shaped from our initial, more gen-
eral user tests earlier at go tec!

Findings.

01. Reduction of misuse. 

We	limited	the	number	of	placed	3d	objects	to	four	in	
total, each representing exactly one of the four total compo-
nents that make up a whole radiotracer in our app. This dis-
crete restriction helped us minimize unnecessary placement 
of virtual objects. It guides the user flow effectively: For in-
stance, if a user has previously selected and placed an anti-
body, selecting another antibody would prompt them to ei-
ther confirm replacing the current with the new one or cancel 
the action. Preventing placements of multiple objects is an 
additional suggestion from the staff, especially for the young-
er	demographics,	as	they’ve	observed	creative	(mis-)uses	in	
interfaces that provide any sorts of combination or selection 
options.

02. Onboarding- and Interaction Challenges.

We found that users figure out gestures and inputs 
based on analogies they are familiar with, but not all mental 
models align when interacting with the app’s user interface. 
For example, scrolling through the grid of placeable compo-
nents on the left side were successfully performed with a 
lasso-like hand movement. Selecting a placeable compo-
nent, however, was interpreted as a drag-and-drop  
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Figure 104 User	test	Science	Pavilillion,	2024,	authors	work

Figure 103 Image	user	testing	science	pavilion,	authors	work,	2024.

Figure 102 Image	user	testing	science	pavilion,	authors	work,	2024.
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interaction where three out of five users directly grabbed the 
thumbnail, reaching their arm to touch the virtual window, to 
then pinch and drag it into space. This did not initiate a place-
ment. Our assumption instead was to look at the placeable 
component on the grid, then perform a tap with finger and 
thumb while the hand rests at the thigh.

While it was understandable enough for the members 
to build a radiotracer based on the reference view on the right 
side, having more than two components placed in space 
started obscuring the window. Users either walked around 
the virtual content to directly interact with the building view, 
or they repositioned the window with the grabber. A new sug-
gestion	 is	to	anchor	the	selected	3d	objects	on	a	physical	
table or to lower the initial placing position in space.

03. Onboarding methods.

 Three potential possibilities to address the interaction 
challenges we identified, for which the Apple Vision Pro at its 
current state, necessitates a more generous integration of 
onboarding methods, with new spatial interactions to get fa-
miliar with.

Regardless of any of the following methods used, hav-
ing an additional supporting person available at all times 
turned to a strong consensus among all of us.

04. Poster on podium.

 A poster placed at the podium providing users with 
quick visual bullet points on how to interact with the app and 
the Apple Vision Pro.
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05. Video on podium.

 A video played on an iPad placed on the podium guiding 
visitors through interaction steps.

06. Tool tips in app. 

Integrating onboarding within the app assists the user 
during each step of interaction within the app in form of short 
text labels, informing what actions to take.

The main findings suggest assumption of no prior 
knowledge from the visitor at this stage. Clear explanations 
and instructions of gesture and input need to be provided 
during	the	whole	exhibition.	Having	a.)	a	helping	hand	during	
the	exhibition	for	immediate	support	and	b.)	providing	visual	
reference material available at immediate reach will help the 
museum staff and the visitors make the best out of the im-
mersive experience.

Our rule of thumb were always three minutes for the vis-
itor to explore our app as standalone. As we’ve seen with in 
the first hardware- and user tests with the museum staff, it 
remains a challenge to familiarize the user with a new tech-
nology at start. Beyond the scope of this project, we would 
have further investigated how other methods of onboarding 
could be integrated, replaced, or improved. It does not hap-
pen often in times like these that a new product line gets in-
troduced. Augmented reality and virtual environment sys-
tems have existed for a while, but new interaction paradigms 
are constantly on the change. We see great opportunity and 
an immense importance in the introduction of a new product 
with its interactions to onboard with.
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(Lamb	et	al.,	2020)

Scientific Check

HollandLab

We went to test our advanced technical protype with 
two of HollandLab’s fellow researchers to test the app re-
garding its scientific accuracy.

01. General.

 The synthesis of a radiotracer is a complex process in-
volving knowledge stemming from many different disciplines. 
To narrow the building of a radiotracer down into four main 
blocks to choose and put together from, is confirmed to be 
just	enough	from	the	researchers.	(Lamb	et	al.,	2020)charac-
terisation and application of radiolabelled compounds for 
use in diagnostic and therapeutic medicine requires a diverse 
skill set. This article highlights a selection of our ongoing 
projects that aim to provide new synthetic methods and ra-
diochemical tools for building molecular imaging agents with 
various	radionuclides.(Lamb	et	al.,	2020)	There	was	already	
a resonance when we presented our scenario during the con-
cept phase and all in all they are happy with what we will show 
to the museum public.

02. User Flow.

 When it comes to building the radiotracer, not every 
order makes sense, especially when selecting the very first 
component. We got advised that the visitor should not start 
with the radionuclide. This is supported by our findings from 
the workshop where attaching the radionuclide happens at 
the end of the process. The three other components, namely 
antibody, linker and chelate can be initially placed by choice. 
The recommended start would be the linker as the visitor 
could attach the rest of the pieces to the respective sides. 
characterisation and application of radiolabelled compounds 
for use in diagnostic and therapeutic medicine requires a 
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(Lamb	et	al.,	2020)

diverse skill set. This article highlights a selection of our on-
going projects that aim to provide new synthetic methods 
and radiochemical tools for building molecular imaging 
agents with various radionuclides.

03. Color Coordination. 

We should avoid color green for our particle emitters 
that virtually display around the physical round flasks. With 
them we wanted to show feedback while the user builds the 
radiotracers to highlight if the set combination is correct or 
needs adjustments. Instead of green, they advised us to use 
blue, red and orange.

04. Formulas. 

We should leave out any forms of formula as they bring 
complexities with them. Antibodies, the Y-shaped forms in 
our app do not really have a formula. We therefore should 
omit the usage of any more abstract visualizations.

199

On Radar Bachelor Interaction Design

Project Development



Figure 105 Usertesting	HollandLab,	authors	work,	2024
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Figure 106 Usertesting	HollandLab,	authors	work,	2024
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Project Communication

Exhibition Concept

To exhibit our work, we wanted to have the user imme-
diately immersed in the topic. The visitor should find a mini-
malistic representation of the lab. This lab would come to live 
as soon as the glasses are out on and activated. It would as 
well be of importance, that other visitors could always see 
what the person wearing the Apple Vision Pro could see. 

The cameras of the Apple Vision Pro do record people 
around them. The recordings are not stored, but it would be 
better to show the bystanders what is getting recorded.

	(Apple,	Inc.,	2024a)

Figure 107 Exhibition	concept,	authors	work,	2024.
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Figure 108 Exhibition	concept,	authors	work,	2024.
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Figure 110 Exhibition	concept,	authors	work,	2024.

Figure 109 Exhibition	concept,	authors	work,	2024.
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Figure 112 Exhibition	concept,	authors	work,	2024.

Figure 111 Exhibition	concept,	authors	work,	2024.
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Video

The video for the project would be a showcase of the 
application and how it could be used. The core functions are 
shown and how they explain the science of radiotracers. In a 
simple step by step video. Jonas Genz and Eda Nisli give con-
tex on the science. The setting is a simple interview setting. 
The idea is to include the target group as well, but at the writ-
ing of this text, we have not yet found willing participants.
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Figure 114 Screenshot	video,	authors	work,	2024

Figure 113 Screenshot	video,	authors	work,	2024
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Result

With our app, we have laid the groundwork on the three 
pillars that make up an app for the Apple Vision Pro: We start-
ed with Immersive Spaces to design the view users could 
build radiotracers. Upon induction, they see a three-dimen-
sional representation of a mouse animated inside a Volume. 
They navigate with windows we still know from the Mac and 
iPad.

The outcome of our project is a spatial computing app 
designed in a museal context that is tailored for young visi-
tors to explore the field of medicinal radiochemistry. Upon 
entering the app, they get assisted with getting familiar of 
new spatial interaction gestures. By following along short 
frames of onboarding steps, they intuitively select and place 
virtual	3D	representations	of	radiotracer	content	in	the	real	
space.

The following pages showcase our final screens.
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Figure 115 Antibody with label, authors work, 2024.
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Figure 116 Final Result, authors work, 2024
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Figure 116 Final Result, authors work, 2024
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Figure 117 Build window applicarion, authors work, 2024
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Figure 117 Build window applicarion, authors work, 2024
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Figure 118 Complete Tracer, authors work, 2024.
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Figure 118 Complete Tracer, authors work, 2024.
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(The	Federal	Council,	
2022)

Conclusion and Reflection
Reflection

Process

The process was unlike any other we have had in the 
previous undergraduate courses. Last year, we settled on 
choice of platform and topic earlier than the regular sched-
ule. This decision changed the nature of our project during 
which the research, conceptualization and development al-
ways led back to the initial idea at the start. 

We were surprised how much the topic of animal testing 
has gained attention as our concept progressed. From the 
beginning we knew that a three-dimensional representation 
of the mouse would be an integral part of our research pro-
cess to display in our app.

Experiments on animals in Switzerland are, under strict-
est of laws, permitted for the development of drugs and ther-
apies that offer better treatment for human and animal dis-
eases. Observing the debate on the political landscape, one 
could say that the incorporation of the mouse in our app has 
indeed set a statement. As designers, we recognize the rel-
evance of this debate and support the development of re-
search under these terms. Certainly, at the same time we see 
the importance of animal experiments in our app to transpar-
ently showcase so, also as a way of showing that animal test-
ing is an integral part in the researcher’s process as well.

Up until the middle of the project, we did not have Apple 
Vision Pro yet. This challenged us to distribute the work of 
modelling and development. However, hardware is not ev-
erything.	Staying	true	to	the	concept	meant	1.)	sticking	to	the	
plan	and	2.)	not	hitting	directly	towards	all	devices’	capabili-
ties. First comes the concept, followed by hardware. We are 
happy and proud what we could have technically achieved in 
the second half of the project course.
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We want to address our instincts as Interaction Design-
ers. Having planned the workshop at go tec! With regard that 
our technical prototype was not yet it an advanced stage 
meant that we had to adapt aspects that made up our final 
app. In those situations where things are not finished the way 
we planned for, we valued how much we adapted the work-
shop to still bring as many learnings from it as possible. This 
has evolved and confirmed especially after the second user 
test iteration in the workshop setting.

Methodologically, we felt most confident with the work-
shops and field visits when intervening in an unknown field. 
The workshop with researchers of HollandLab and the visits 
at the laboratory proved for us to be of most important value. 
We were able to extract the needed information to validate or 
invalidate our assumptions. We recommend expanding this 
combination of methodology in any further research domain 
designers want to investigate in.
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Partners & Team

We look back at a time-dense time. Parallel to our de-
sign meetings, we were in regular exchange with our coop-
eration and collaboration partners. Carrying a project with 
many stakeholders involved demanded regular exchange 
and communication. This infrastructure was not to underes-
timate. 

We would argue that a clear and regular communication 
is what held this project together during all times. The amount 
of time it takes to arrange meetings, presentations, work-
shops, electronic mails, instant messages, voice- or video 
calls and user tests has once again reinforced that commu-
nication was among the most important structures of our 
Bachelor’s project.

Overall, we received good responsiveness from all part-
ners. Our monthly conversations had already started in June 
last year and with every internal progress session, we kept 
each other updated. This assured all involved people knew 
what the process was and how far along it has progressed.
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Apple Vision Pro

It	comes	without	denying	that	a	device	worth	3500	dol-
lars is taken for granted as part our Bachelor’s project. We 
welcome to take one step back and acknowledge that this 
project would have been possible on other platforms, if not 
on even another constellation leveraging augmented reality 
as well. We therefore do not expect an audience for the mass 
at this stage.

The decision of platform is a parameter that regulates 
the efficiency of user testing. Its effectiveness, its finances, 
its development environment, its user interface design, its 
story and should therefore not be underestimated. However, 
the decision of technological stack is what influences the de-
cision of platform vastly and thus makes design and devel-
opment for the Apple Vision Pro suitable and distinguished 
from others. An Interaction Designer familiar in the engineer-
ing and design field knows what trade-offs make the greatest 
difference in creating it – most of the processes which would 
not have been seen by the end user anyways, even if we de-
cided to develop and design for Meta Quest: The same ques-
tions would have come up in any regard, concerning devel-
opment environment, use of frameworks, programming 
language and the user interface design system.

In the end, what has beaten alternative platforms in fa-
vor of  visionOS was the environment we could develop and 
design for. The contents of our app would not only be shared 
across the spatial computing platforms, but across all exist-
ing ones thanks to the modularity of SwiftUI and RealityKit 
Apple has invested in. These frameworks are also optimized 
to the Swift programming language. We run code natively on 
devices that are optimized for its own processors. Ultimately, 
question of platform choice for us came to the technological 
stack, but also with what professional backgrounds we pos-
sessed before. We estimated it to be of a great challenge if 
we had to learn the stack from the beginning.
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(Kuss,	2023)

Apart from the platform decision lies our one wish for 
improvement should the Apple Vision Pro be used in a muse-
um exhibition context. Eyesight is, as our first observations 
showed, of greatest challenge. We may lose users if we pro-
vide only one device that does not have ZEISS lenses at hand, 
but we must also uphold an optimal user experience that pro-
vides precise user input. Before our actual application comes 
into play, there lie pain points that must be kept in mind 
throughout the whole service for it to be put in use: onboard-
ing the visitors with the new interaction methods. As of now, 
the headset is still a personalized device, with its eye- and 
hand setup calibrated for one individual person.

From a developer’s perspective, it can be described as 
a dream come true. To use the same tools and frameworks 
we usually develop apps on iOS, made building for visionOS 
an instantly familiar experience. The resources provided 
were crucial for getting started with all the new API’s that 
were	 introduced	 at	WWDC	2023.	 Regarding	 the	program-
ming of our Bachelor’s project, we found the documented 
articles, SDKs, and complementary videos from that year as 
well as from the previous years to be of helpful guidance.

From a designer’s perspective, the environment around 
visionOS is amazing to build for. Tools such as Reality Con-
verter and Reality Composer Pro make it easy to create stun-
ning visuals in little time. It takes some adjustments to work 
in a completely Apple-based environment. Yet, the tools bor-
row	aspects	from	other	3D	programs	that	make	it	easy	and	
fast to adjust. 

On another note, the documentation provided by Apple 
lacks depth and completeness. It seems that this documen-
tation is catered to developers. However, in an environment 
like visionOS that is dependent on both designers and artists 
who create assets, it would’ve been advantageous to find 
some more resources about this aspect of the process of de-
veloping an application for Apple Vision Pro.
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Learnings

As our project neared towards its finish line, we began 
to recognize some things we would have done differently 
from the start.

Looking back, would have liked to work with the Apple 
Vision Pro right off the start, noting that we had the device 
for a total of only two months to physically test and develop 
with. The timeframe of this project was too short, for which 
we underestimated the amount of workload it took develop-
ing an app for the Apple Vision Pro after conceptualization. 
Since officially obtaining it in March with many efforts of or-
ganizing one before, we realized we could no longer fully 
leverage all the many aspects this platform offers, including 
spatial audio. It was time to put the full focus on the core as-
pect of our concept instead. Having had the device from the 
beginning would have better distributed the development- 
and	3D	modelling	time	over	this	period,	while	still	iterating	on	
the concept.

Most importantly, the visionOS simulator on Xcode 
would have not allowed us to test features that required 
build-in sensors for our use case. A colleague who visited the 
Apple Developer Centre in Munich to test his app on the Ap-
ple Vision Pro for one day in February, told us that the differ-
ence between working with the simulator and a physical de-
vice were two completely different experiences. A month 
later, we could confirm this. But because we were aware of 
the risks, we made sure to have a backup plan ready to fall 
back on iPad in any case, hence the storyboard flexibility. 
And of course, it is a dilemma to question the decision on 
platform in the middle of the process, but that was part of it, 
and we were ready to adapt to this.

One of the shortcomings we most importantly take note 
from is that we did not have the chance to obtain and thus 
validate the pre-knowledge of our target users. We take this 
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(Meadows,	1999)

task with us in anticipation of LONG NIGHT on September 
2nd. There, our app project will be exhibited as part of this 
ceremony we look forward to and can draw the needed find-
ings from our last puzzle pieces.

On a last broader note, we should be reminded of the 
scope an undergraduate project entails as with the current 
pressure in development and time, we realized to keep our 
ambitions and goals down-to-earth, especially since the 
Concept Seminar in January.

Conclusion

Looking back at our research question “Is the Apple Vi-
sion Pro a valid use case in this project?”, we must split our 
findings into the hardware and software aspect.

Before obtaining the Apple Vision Pro in March, we as-
sumed that eye- and hand tracking would not require the 
person not having it initially set up to redo it completely. This 
was an important premise for us as the device would be ex-
hibited in a museum. After using the hardware and testing it 
with people from the design department, the Science Pavil-
ion UZH museum staff, high school students at go tec! and 
group members from HollandLab, in all cases we had to man-
ually redo eye- and hand tracking for their inputs to respond 
accurately. While there is a shortcut to quickly go through the 
process of redoing it, we had to give this step a hard pass as 
it will slow down user retention, disrupt the user flow and re-
sults in being an important leverage point in the user journey. 

If there is one feature of the Apple Vision Pro we would 
like to see improved in a future generation, it is the approach 
in enabling multi-user support without having to manually 
redo eye- and hand setup.
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From the software aspect – everything involving using 
visionOS in an ideally setup state – has proven to be of great 
potential. Our project as a standalone app functions well with 
the innate stationary characteristic of the Apple Vision Pro. It 
offers the visitor to explore matters that go further than the 
traditional screen. However, there was an underestimation 
concerning onboarding from our side. Only when we went 
user testing our app with the museum staff, did we realize at 
how many aspects they pointed us to potential interaction 
barriers this device currently brings. The good thing is that 
we can do something about the onboarding. The tracking as-
pect concluded in the hardware is a concern outside our 
power.

If we look at our second research question “Is the re-
search around radiotracers suited to be used in an explana-
tory spatial computing application?” through the context of 
the museum, we must answer it with yes and we will see. As 
taken from our learnings, we must yet test the level of diffi-
culty of our in-app content to evaluate which pre-knowledge 
is best suited.

Despite that, the use of spatial computing technology 
for explaining the field of medicinal radiochemistry has prov-
en to be valid as it enables visitors outside this field to en-
counter radiotracer that are otherwise either researched be-
hind closed doors, are too small for the eye to see or emit 
radioactivity. The most inspiring aspect of this project we 
conclude from our background research: we have hope to 
save the lives of humans.

223

On Radar Bachelor Interaction Design

Conclusion and Reflection



Contribution

By bridging the sciences with interaction design, we 
combined Science Visualization-, Interaction Design- and 
Game Design methods in a spatial computing application on 
the Apple Vision Pro. 

We hope we shed more light on a yet unknown field as 
we introduce a streamlined app to young visitors that ex-
plains the research of radiotracers in a graspable form and 
serves as a promising showcase for the museum.

Future Steps 

There were yet so many features and aspects of spatial 
computing to take full advantage of, either not making it to 
our final app project or not being further explored. For the 
future we could see our project continued in the following 
aspects. 

Because we addressed the importance of evaluating 
the pre-knowledge of our target users, the first step in fur-
ther improving this project would be to conduct further user 
tests in the museum context. 

Beyond the platform scope of visionOS and the Apple 
Vision Pro, we would love to see the project expanded out-
side the range of the hardware and software we focused on, 
by making a physical artefact, installation, or a combination 
out of it.

On a bigger picture, we see great potential for creating 
a collection of similar apps that address single topics on sci-
ence. How could a spatial computing app in anthropology, 
biology or physics look like?
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We have built the foundation for a multi-platform app in 
the future. Next to the Apple Vision Pro, our codebase can be 
adapted to expand to iPhone and iPad. This requires addi-
tional	work	but	half	of	it	is	already	done	with	the	provided	3D	
assets.

Lastly, we would love to see our app published as a po-
tential App Store release on visionOS. We did have corre-
sponding plans for doing so. But until the App Store for Apple 
Vision Pro is available in Switzerland, we would first keep our 
young visitors during the Science Pavilion’s one-year pilot 
phase of this application on the radar.
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