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Abstract

Ody-C is a smartphone application that allows users to redis-
cover their static photo collections. Most of us have thousands 
of photos on our smartphones that we almost never look at; 
Ody-C is a creative proposal for navigating these images in a 
new and embodied way, removed from their chronological con-
text. It is based on extensive research about our digital curation 
and navigation habits.

Inspired by a compass, which helps a person find their way 
around their environment by always pointing north, Ody-C cre-
ates an opportunity to re-explore photos previously buried in 
one’s gallery. 

By extracting the GPS coordinates of the images and mapping 
them to the cardinal directions in which they were taken, they 
are displayed relative to the user’s position. Users are able to 
rediscover their photos in the real world by physically turning 
around. Depending on their current location, a different section 
of their collection is displayed – so the experience is always 
different. 

The photos are displayed as clusters on the interface. By zoom-
ing in on them, the user is able to gain more information about 
the images. As these layers of information unfold, so do the 
memories.

This immersive approach turns the body into an active naviga-
tion tool, which allows the user to familiarise themselves with 
their environment.
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1. Introduction

With the availability of inexpensive and abundant storage 
space, it is easy to endlessly accumulate digital files. This can 
especially be seen in the way we collect digital photos. Our 
smartphones are always at hand, and a new photo can be tak-
en easily without a second thought. In many ways, this is a 
great thing; more people than ever before have access to 
high-quality photography tools, and these images can serve 
many different purposes, for example to aid our memory, to 
help us communicate, or to document important information.

However, this has also impacted our relationship with photos 
in a negative way. The easy access to photography often re-
sults in a quantity of images that can be overwhelming. We 
collect a large amount of digital clutter, and the sheer number 
of photos and their lack of curation might devalue the individ-
ual moments we capture. Organising these enormous archives 
is time-consuming, unrewarding, and contributes to our emerg-
ing technological fatigue.

The primary objective of this project was to investigate ways 
in which we might bring new life to these static photo archives 
and to renew their relevance in our lives. We were also inter-
ested in using photo metadata as a means to this end, as it 
contains a lot of information about photos already. We believe 
that it has a lot of potential for creating new, unexpected con-
texts for these images to exist in. Within the general topic of 
metadata, we focused specifically on geolocation metadata.

As we learned along the way, our convenient access to the GPS 
tools incorporated into our smartphones has led to a deterio-
ration of our spatial navigation skills. Therefore, we also aimed 
to investigate ways of strengthening these abilities while fol-
lowing the existing trajectory of our project.

Through our highly iterative design process, in which we first 
explored the topic of personal digital collections and then nar-
rowed it down to the intersection of smartphone photo archives 
and spatial navigation as described above, we were led by the 

following, consecutive hypotheses: (1) By designing a tool or 
framework for personal digital curation, we can generate a pos-
itive impact on users’ ability to curate and revisit digital content. 
(2) By using geographical metadata, we can develop a smart-
phone application that lets the user explore their personal dig-
ital photo archives in a new and interesting way.

We believe we are contributing a fresh and exciting design 
proposal to the field of interaction design by suggesting a new 
way to creatively engage with personal photo archives. Ac-
cording to our research, the area of re-accessing static digital 
archives is underexplored at this point in time. This is especial-
ly true for personal archives.

This thesis is organised as follows: Chapter 2 follows our desk 
research, which includes our initial user research, three prelim-
inary expert interviews we conducted, a review of the existing 
literature, and an overview of the art and design field. In Chap-
ter 3, we present the project concept that developed after our 
research, as well as further details about our intended contri-
bution and the way we included our stakeholders in the pro-
cess. Chapter 4 follows the development stage, where we 
made a series of first design investigations into the topic to 
help us ideate, which eventually led us to our final hypothesis 
and our final project outcome. Then, we conducted several se-
ries of user testing to verify the viability of the product. Finally, 
in Chapter 5, we evaluate our process and product, and sug-
gest follow-up steps to take after the conclusion of this thesis 
and project.
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2. Research

2.1. Initial Assumptions, Research Questions, 
Hypothesis

Our initial interest was especially focused on the topic of gen-
eral digital collecting and archiving. Later we saw great poten-
tial for design interventions in this area. We expanded from 
there to encompass personal photo archives, and eventually, 
led by the component of geographical metadata in personal 
photo archives, we introduced the aspect of spatial navigation.

Our initial main assumption was as follows:
 բ Most people store their digital belongings in an inefficient 
way.

From which we derived these additional assumptions:
 բ The way we capture and store our digital belongings does not 
sufficiently serve our motivations for doing so in the first 
place.
 բ Information fatigue leads to people not wanting to deal with 
the hoard of data they have accumulated.
 բ The limitless amount of storage we have available to us is a 
large part of the problem. Fostering a more prominent ele-
ment of intention, and purposely decreasing our available 
storage space, will encourage more mindful digital collecting 
habits.
 բ We are less selective with the things we keep now (compared 
to when storage space was scarcer).
 բ We amass so many files (and then do not delete them) due 
to our lack of ability to visualise them.

We set out to answer the following initial research questions:
 բ What are motivations for collecting things?
 բ What are motivations for taking photos in the smartphone age?
 բ What are the reasons for our limitless amassing of digital pho-
tos? 
 բ Is our access to infinite storage space detrimental to our user 
experience of digital tools?

We were able to answer these questions quite early in the pro-
cess, as detailed in our workshop summary and our literature 
review. However, our project outcome developed beyond just 
these questions.

We then settled on four actionable “How might we?” questions 
that summarised the two directions we could see ourselves 
going at this point.

 բ How might we bring new life to our static photo archives and 
make them relevant today?
 բ How might we reorganise our photo archives to tackle their 
overwhelming size? 
 բ How can we design a tool or framework for personal digital 
file management, and what impact could it have on the user’s 
ability to curate and revisit digital content?
 բ How might we utilise user-generated metadata that is already 
attached to personal digital photos to enable new connec-
tions within our personal digital photo archives?

Throughout the process, our initial assumptions and research 
questions remained relevant, as the challenges that come with 
storing and organising digital photos are a subsection of the 
challenges involving personal digital objects in general.

Finally, our initial hypothesis:
 բ By designing a tool or framework for personal digital curation, 
we could generate a positive impact on users’ ability to curate 
and revisit digital content.

And our updated, more focused hypothesis:
 բ By using geographical metadata, we can develop a smart-
phone application that lets the user explore their personal 
digital photo archives in a new and interesting way.

Interestingly, while we feel our research came a long way 
throughout the process, and we specified our focus significant-
ly, our initial hypothesis still applies to the final outcome.
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2.2. Methods to Verify Hypothesis

In order to verify our hypothesis, we employed a number of 
different methods. Overall, we utilised a general Design Think-
ing approach as described in Figure 1, which is characterised 
by its non-linearity. Throughout the process, we redefined our 
problem as we gained more insights from users, for example in 
our workshops and user testings.

In order to empathise with our potential users, we first conduct-
ed quick interviews, then a digital survey with over 100 partic-
ipants, and finally a workshop to gain an understanding of the 
problem. We also reviewed existing literature and browsed 
through many studies to cover as wide a ground as possible.

To define the problem, we abstracted our findings into two key 
problems and three possible areas of solution (See Figure 21 
– Understanding the Bigger Picture). Later on, we also created 
personas, different scenarios, and user flows to help us get 
closer to our users’ specific needs. 

In order to quickly ideate, we used a number of methods intro-
duced to us in the concept seminar: namely, the 20 ways of 
description, defining the qualities, parameters, and values of 
our project, and 50 sketches of design. Later on, we used the 
creative speed-dating method. This is detailed in Section 4.1, 
Ideation Methods, of Chapter 4, Project Development.

During the prototype phase, we created a series of design in-
vestigations into our research topics as a means of rapid pro-
totyping. These ranged from brief coding experiments over 
paper prototypes to wireframes. Finally, we combined our find-
ings from these investigations into a more advanced screen-
based prototype.

Ultimately, we tested our advanced iterations with users. We 
conducted A/B testings to help us decide between different 
ways to implement features.

As we worked and learned more, we continuously redefined 
our problems. It was very much a non-linear process, as early 
prototypes helped us with additional ideation, and early user 
feedback helped us with our early prototypes, and so on. 
Sometimes, we felt that the process was a bit too non-linear, 
as we were thinking more broadly in the beginning, but the 
more information we gained and the more we ideated, we were 
able to narrow down our subject area. We kept adding to our 
assumptions, answered our research questions and checked 
our hypotheses as we went through the process.

In addition to the Design Thinking method, we were also in-
spired by the Research through Design (RTD) approach, which 
combines doing research – “Work done with the intention to 
produce knowledge for use by others” – with doing design – 
“Work done with the intention to produce a feasible solution to 
improve a given situation”. The term generally denotes the goal 
of generating knowledge through design and evolving past an 
expected approach; by creating an artifact that embodies the 
design problem at hand, it represents an interrogation with the 
problem itself (Stappers & Giaccardi, n.d.). 

Note.  
From the article “Design 

Thinking (DT)” by the 
Interaction Design 

Foundation. © Interaction 
Design Foundation. 

Retrieved from www.
interaction-design.org/

literature/topics/de-
sign-thinking

Figure 1: Design 
Thinking: A Non-Linear 

Process
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2.3. Intended Contribution

With our research and the development of our project, we aim 
to design a new framework that showcases the potential of 
metadata, specifically geolocation data, when it comes to dig-
ital images. We also aim to question the naturalness of people 
relying on guided directions by means of GPS technology in our 
smartphones, which has resulted in a decreased ability for spa-
tial navigation. Our goal is to encourage people to think criti-
cally about the way they navigate the world, and how they 
exist in relation to their geographical environment.

In this way, we aim to address the problem of navigating and 
organising large personal digital archives, which has not been 
sufficiently addressed yet, according to our research. 

Most of us have enormous digital photo galleries and rarely look 
at them. The way these images are stored, organised, and nav-
igated is not optimal for users’ needs.

With our project, we propose a creative way of navigating one’s 
data by investigating previously static personal photo archives 
in an embodied way. We aim to create an experience that offers 
users a more contextually and spatially aware way to interact 
with their images.

2.4.  Personal Motivations

Mo: I have been a collector since childhood and still find great 
joy in the maintaining my collections today. I do not necessari-
ly understand collecting as the act of curating physical objects, 
but also as organising information and data: gathering informa-
tion, records, and objects. Llearning how they relate to me and 
those around me has always been my way of sense-making.

I find the problem of digital hoarding uniquely interesting be-
cause, although modern information technology makes it pos-
sible to collect data at higher quantities and better qualities 

than ever before, it often fails to showcase them in a meaning-
ful way. One of the most obvious examples are photo galleries. 
Despite big software companies like Apple or Google encour-
aging people to create more meaningful connections to one’s 
personal photo archives – by showing the user a more or less 
random series of photos on a daily basis –, they do not quite 
achieve their goal, in my opinion. While this randomised ap-
proach is certainly a start, there are possibilities for more sys-
tematic, profound design interventions.  

It is an interesting logistical and even philosophical problem. 
Why are our digital belongings not more tangible for us? Are 
they less important to us because we cannot grasp them in this 
way? What does it mean for a digital object to be so removed 
from a context of time and space we can understand?

Through our research, we have learned that there is much po-
tential for design exploration in this area. While it is not our aim 
to conclusively solve this problem, we are very interested in 
proposing a meaningful solution for it, and to engage with it in 
a deeper way.

My great interest in this topic, my position as a personal digital 
collector and curator as well as an interaction designer all make 
me a suitable investigator.

Tanja: The idea of collecting only crossed my mind when I heard 
about the topic from Mo. I then asked myself questions like: 
Are there things that I collect? What exactly does my collecting 
behaviour look like in the digital realm? Are there differences 
between how I collect digitally and analogue?

Keeping track of my collections in the real world is quite simple. 
My book collection, for example, is organised very visibly on 
three different shelves; it is directly available if I want to take 
a closer look at it and interact with one of the books. However, 
my digital collecting behaviour and organisation is somewhat 
different. I have countless files and do not have an overview of 
them. Throughout our research, we realised that this is also the 
case for many others.
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This is particularly evident in the way I deal with my photo 
gallery. Personally, I would describe myself as a hoarder of 
digital photos – there are currently over 22,658 pictures dating 
from 2016 to the present day on my phone. I also do not par-
ticularly interact with this dormant archive, which is the case 
for many others, as our field research has revealed and con-
firmed.

We discovered that many of our users would like to interact 
more with their archives. However, this takes far too much time 
and is not really feasible due to their size.

So I ask myself questions such as: How can we organise the 
contents of these photo archives better? Are there ways in 
which we can make this activity more interesting and less over-
whelming for the user?

I think I am a great investigator to dive into this topic, as I am 
aligned with our users’ needs and interests, and want to inves-
tigate how we could bring more context and relevance to our 
dormant picture archives.

2.5. Initial User Research 

2.5.1. Rapid Field Research 

To get a quick idea of the field, we decided to approach poten-
tial users in public to learn about their needs. We did this in 
tandem with our literature review and interviews, so we could 
cover as wide a field as possible.

During our BA Concept seminar, we first aimed to find out more 
about the way people deal with their personal digital collec-
tions, as meeting users’ needs was very important to us. We 
approached various individuals for interviews – mostly students 
and people in the student age category, so in their 20s, as 
those people were closely and easily available to us during this 
preliminary round of field research. We interviewed a total of 

ten people who work in various fields such as interdisciplinary 
studies at ETH Zurich, music, art education and design.

We asked our interviewees the following questions:
 բ How much available storage do you have on your computer 
or smartphone?
 բ How do you organise your digital belongings, for example 
photos or other downloaded files?
 բ What is stopping you from being more organised (if you do 
not already have a sufficient level of organisation)?
 բ Do you ever tidy your digital belongings by e.g. deleting some 
files?

These were our overall takeaways from these interviews:
Many people stated the organisation of their digital files was 
not a priority to them. As long as everything works and there 
are no points of irritation in their digital ecosystem – for exam-
ple, their storage space being full –, they do not feel the need 
to change anything. 

As for reasons why they are not more organised, people cited 
a lack of time and motivation; if they have a bit of free time, 
they simply prefer to do other things – organising their digital 
files is not a particularly interesting task. Having to look through 
all their files and, for example, delete one photo at a time. What 
we took away from this is that it might be worthwile to look into 
AI-supported filtering and grouping options, which might ad-
dress the inconvenience aspect. 

Different students also have very different needs when it 
comes to their file organisation related to their studies. For 
example, we spoke to a music student who has to keep differ-
ent digital scores and recordings of the pieces he plays. He 
desires a better organisation system for this specific problem.

This rapid field research method turned out to be a useful ap-
proach as it allowed us to get to know different users’ needs. 
Our initial main assumption (Most people store their digital be-
longings in an inefficient way) seemed to be correct. While 
many of our interviewees were not satisfied with the way their 
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files are set up, they lack the time and motivation to deal with 
them. Thus, they do not prioritise personal digital organisation.

However, two of our interviewees represented the opposite. 
Both people had a very structured organisation system and 
were able to tell us immediately how much storage they had 
available. Personal digital organisation was very important to 
them, and they stated that they decluttered on a weekly basis. 
So it is important to keep in mind that, while a lacking organi-
sation of personal digital files is a widespread problem (most 
people we asked were not satisfied), some prioritise their or-
ganisation and do not consider it an issue.

2.5.2. Workshop Anarchiving Practices

The “Anarchiving Practices” course, an elective module for 
4th-semester students, took place from the 20th of February to 
the 15th of March 2024. It explored what new forms of trans-
formative, adaptive archiving might look like, also investigating 
the possibility of implementing AI, extending the archives’ stat-
ic past of only filing and storing without re-accessing.

Verena Ziegler, Stella Speziali and Lisa Ochsenbein gave us the 
opportunity to join the course on selected days, to hold a work-
shop (Figure 2) and visit the final exhibition of the module. We 
considered this a suitable opportunity as we thought the peo-
ple who signed up for the Anarchiving Practices module might 
share an interest in digital archives, thus being suitable poten-
tial users.

It was interesting to see how all the participants developed 
projects in different directions and chose different forms of 
expression, such as the use of AI as well as more analogue 
ways of addressing the topic.

The goals for our workshop were to involve the participants in 
a dialogue about their personal digital photo archives, to find 
out more about their digital collecting habits and to ideate on 

future possibilities of photo archives. We chose the Miro plat-
form for our workshop because of its extensive features for 
digital collaborative work. The intended timespan for the work-
shop was 1 hour, consisting of 40 minutes of exercises and 20 
minutes dedicated to sharing and feedback. 

To prepare for the Anarchiving Practices workshop, we ran it 
once in advance with six Interaction Design students.

Findings Workshop
Exercise 1: Find 5 Favourite Photos
The task of this exercise was to review one’s own photo col-
lection and select five pictures that stood out as favourites. 
Afterwards, the participants were asked to reflect on the cho-
sen photos, note what the images depict, and describe why 
each photo is meaningful for them.

Many participants chose pictures with people who are import-
ant to them. The characteristics of the chosen pictures were 
friends, family, good memories, cute animals, calm and visual-
ly pleasing nature, tasty food, and nostalgic but feel-good mo-
ments.

A key difference between the Interaction Design students – 
who are very familiar with us – and the Anarchiving Practices 
students was that those we already knew were much more 

Figure 2: Photo taken 
at Anarchiving 

Practices workshop
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comfortable sharing the photos themselves and uploading 
them into the Miro, whereas the other students had more inhi-
bitions.

In the Anarchiving Practices group, everyone copied the sam-
ple response layout and arranged the notes in the same way 
(Figure 3). This was a learning moment for us as we realised 
the importance of subconscious design language.

Exercise 2: Questions
The aim of this exercise was to reflect on personal interaction 
with photo galleries and answer four different questions:

How do you search for and find your favourite photos in 
your gallery and separate them from the rest?
Most participants found their favourites by using the favourites 
function on their devices. They also deliberately used text 
searches to find their memories or scrolled through the timeline. 

When it comes to your personal photo archives, is there a 
moment where you organise or group them, create pat-
terns? Why/why not? Which ones?
Almost all respondents stated that they did not use categori-
sation. Only in individual cases did they create extra folders for 
certain events, people or trips. 

Describe some criteria you use to decide whether to keep or 
delete a photo.
The following answers stood out: “Delete: several same photos, 
don’t want to remember them – Keep: good memory, nostalgia, 
for future need”; “I am somewhat of a hoarder”; “I don’t delete, 
but instead pay for a cloud service”; “If it was a quick screen-
shot of some sort of website, article, Reddit post and so on, it 
will most likely get deleted afterwards, but I don’t delete other 
photos I took.”

How would you say your approach to taking images has 
changed since smartphones became widely available?
Generally, people stated that they take a lot more pictures 
nowadays than before they had access to a smartphone. They 

Figure 3: Exercise 1: Find 
5 Favourite Photos

also stated that they are much more spontaneous with their 
picture-taking as the device is always accessible. This shows 
that photography has become a much more accessible and 
spontaneous activity. 

However, they were also critical voices: “I feel like I’m over-tak-
ing and owning them. It’s nice to have many, but somehow it’s 
also overwhelming”; “The feeling [of taking or having a photo] 
is not that valuable anymore”; “My mother had a huge amount 
of photo albums, while I only know the usage of smartphones.”

Exercise 3: Photo Organisation
This exercise was carried out in groups of 3 people. The aim 
was to organise the 50 images provided according to their own 
criteria and to identify connections.

The students overall used quite obvious sorting principles. 
They all defined categories that reflected the context of the 
photos, for example whether there were people in the pictures 
or whether they depicted a certain activity, like nightlife or 
sports. Completely abstract classification systems such as 
sorting by colour, file size or other were not used.
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Exercise 4: Design Fiction Methodology – Speculative Design
This exercise consisted of two parts. In the first part of the 
exercise, the task was to think about one’s personal photo ar-
chives and how they could change in the future, and to think 
of at least one “What if?” question relating to them. The second 
part was about choosing one of the “What if?” questions and 
thinking about how this could work and look. This idea was to 
be presented as a sketch (Figure 4/5).

Some highlights of the generated “What if?” questions were: 
“What if I could take pictures with my eyes”; “What if your phone 
could read your mood and show you images based on 
that?”;”What if no photo is ever saved?”; “What if cameras were 
never invented?”

During the second phase of the exercise, the participants 
sketched concepts. One proposed concept was an app that 
sends you a push message one week after taking a photo ask-
ing whether you really want to keep it. Another idea was that 
all pictures are sent directly to social media without any ability 
to delete or edit them. 

Overall takeaways from the workshop
Already, all of our initial assumptions were reflected in these 
participants’ use habits.  We learned that finding images is con-
text-based; people rely on the images that come chronologi-
cally before and after to find the ones they are looking for.

Exercise 3 taught us that people are already used to familiar 
categories such as people, places, and food. They do not think 
outside of the box in this sense, which is reasonable. Their goal 
is to find photos easily again, sorting by colour, for example, 
might be fun, but it is not very useful.

The participants seemed to share our feeling that being able to 
take a lot of photos all the time slightly devalues them. Also, 
many of them labelled themselves as hoarders of digital images, 
and they stated that they were not as in control as they would 
like to be.

As for technical aspects, we were reminded that phone/com-
puter manufacturers (e.g. Apple) trap you in their ecosystem; 
switching to another service if you have all your photos synced 
via iCloud is inconvenient. This makes it difficult to effectively 
combine photo archives across different devices if they were 
made by different manufacturers.

2.5.3. Online Survey: Personal Digital 
Photo Archives

After the workshop, we conducted an online survey via Google 
Forms. Our goals were to verify our assumptions and gain some 
technical insights regarding actual hard- and software people 
used so we could take this information into consideration while 
prototyping.

We distributed the survey widely among our different groups, 
including ZHdK students, friends and family members as well 
as members of our local communities. This way, we were able 

Figures 4/5: Exercise 4: 
Design Fiction Method-

ology – Speculative 
Design
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to cover all age groups. Additionally, the survey was available 
in both German and English so we could include a large variety 
of respondents (Figure 6). 

At the time of writing this, we recorded 121 responses. As the 
survey was conducted in English and German, we calculated the 
averages from both languages for any percentages reported.

See below each question we asked, the answers we received, 
and our learnings from them.

How many photos are in your smartphone’s photo gallery  
vs across all devices? (Figures 7/8)
Smartphone: Answers ranged from 50 to 45,000. The average 
was 10,612 photos.

All devices: Answers ranged from 50 to 500,000. The average 
was 29,095.

For the smartphone, most people seemed to be in the 1,000–
20,000 picture range. As for overall, that number was higher 
– while the peak was still in the 10,000-20,000 range, many 
people had close to 30,000 photos. Also, there were outliers 
who had up to 500,000 photos; The volume of photos suggests 
these might be professional photographers.

Do you use a backup for your digital photos?  
If so, which service?
For cloud-based storage services, Google Photos and iCloud 
were the top contenders. 39% of participants stated they use 
iCloud, 30% use Google Photos. 87% of all participants also 
stated that they keep a local back-up of their photos, either 
storing them on their computer or on an external storage unit. 

How often do you use your smartphone for the following 
activities

 բ To capture a memory to keep for yourself
 բ To share something with someone else
 բ To document information
 բ To share on social media

Figure 6: Age groups that 
filled out our survey 

(German)

Figure 7: Amount of 
photos on smartphone

Figure 8:  Amount of 
photos across all devices
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No particularly surprising insights here – capturing memories 
was rated highest on the frequency scale. 43% of participants 
stated that they use their camera “very frequently” to docu-
ment information. As for sharing things with others, almost no 
one stated that they never did this – the affirmative answers 
were evenly distributed between 2, “rarely”, and 3, “very fre-
quently”. Sharing pictures to social media was less of a priority 
overall.

This effectively answered our research question (2).

How do you organise your photos?
The most popular answer was “I don’t really organise them” 
– 57% of participants selected this answer. The following op-
tions were also popular:

 բ I group them into folders (38%)
 բ I mark them as favourites (44%)
 բ I delete unneeded photos (33%)

How difficult do the following factors make organising your 
photos

 բ Lack of time
 բ Lack of motivation
 բ Overwhelming volume of photos
 բ Uncertainty about best organisation method
 բ Technical limitations
 բ Photos being distributed across different devices

“Overwhelming amount of photos” was the most frequent re-
sponse with 57% of participants deeming this as “very difficult”, 
followed by the motivation factor (46%). “Lack of time” was 
regarded as a moderate to severe difficulty factor across the 
board.

On the other hand, “technical limitations” and “photos being 
distributed across different devices” were the least relevant 
factors, with 40% and and 35% of participants respectively 
rating these a 1 on the difficulty scale.

Some participants provided additional answers: Many partici-
pants mentioned that they did not see the need to organise 
their photos. One participant stated that deciding what to keep 
and what to delete is in itself a difficult process. After all, it is 
impossible to tell now which photos will be relevant to us in the 
future.

Findings from the Survey
Our findings about people’s organisation methods were con-
gruent with our desk research – meaning that most people 
make somewhat of an effort to organise their photos, but still 
feel that this is not enough to consider their photo archives to 
be truly organised (Marčetić, 2015). Our assumptions were fur-
ther confirmed.

The participants do have the technical knowledge to manage 
their photos. While we expected their archives being distribut-
ed across different devices to be a challenge, according to 
them, it is not. They have the tools, but they are limited by the 
overwhelming size of these archives and the time it would take 
to organise them, therefore lacking motivation. Our first three 
assumptions seem to be correct.

One significantly valuable insight we gained was that many 
participants posed the question of what they should do with 
their photos once they are organised. What could be the pur-
pose of re-accessing these static archives, and what might be 
the reason for that? This impacted our future design choices 
as it opened up new possibilities for us. Rather than strictly 
coming up with a solution for organising images, we had the 
chance to develop something more exciting, a new proposition 
for what to do with personal image archives – which is what we 
ended up with in the end.

2.6. Expert Interviews

To ground our design practice, we decided to conduct inter-
views with traditional archivists. This way, we hoped to learn 
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about archiving methodologies we could then apply to our proj-
ect. We were particularly interested in how they differentiate 
between content that will be relevant for the future and content 
to discard, and what their strategies are for dealing with and 
managing masses of digital data. 

At this stage, we were interested in the idea of creating a new 
organisation system for our personal digital archives, namely 
photo archives. By talking to these professionals, we attempt-
ed to learn about organisation systems we could then apply to 
the personal context. It had also been suggested in some of 
our reading materials that there might be potential for a design 
intervention on the personal scale by borrowing from profes-
sional archiving methodologies (e.g. Jaillant, 2022).

We interviewed Philipp Oettli, responsible for product manage-
ment at ZHdK’s media archive, and Christine Baur, head of the 
ZHdK Archive. We also had a written exchange with Nicole Graf 
from the ETH Zurich E-Pics Image Archive. During the inter-
views, we took notes and summarised what we had learned 
below.

We conducted these interviews in February 2024, so at the 
very beginning of our process. At this point, we had decided 
on our focus area of personal digital photo archives and were 
approaching our initial hypothesis.

2.6.1. Interview Philipp Oettli

Philipp Oettli is responsible for the product management of the 
media archive of ZHdK. We contacted him to find out more 
about archiving and its processes and challenges. Philipp Oet-
tli let us know that the archive is a digital platform, which allows 
communal work, sharing and the archiving of projects. The spe-
cialised database focuses on linking media, users, and topics. 
The MIZ (media archive) is used as a media repository and is 
later published on the various ZHdK information platforms; the 
system is managed by the archive, and the different depart-

ments are responsible for submitting the content. The collec-
tion of final theses is also an important part of the media ar-
chive. Last year, a new regulation was set up, stating that all 
final theses must be recorded in the MIZ. The final product 
must be available and accessible. 

He further stated that this is straightforward for born-digital 
content but challenging for older media, because the quality 
can diminish over time, or they may no longer be available. For 
example, a cassette may exist in the archive, but it is no longer 
playable today or there is no playback device available. Video 
formats are particularly challenging, as they have changed a 
lot over time and require different devices. 

As we were especially interested in the criteria according to 
which archivists accept objects into the archive and sort them, 
Philipp referred us to Christine Baur.

2.6.2. Interview Christine Baur

Christine Baur is the head of the ZHdK Archive. She generous-
ly spoke with us and even showed us the physical archive in 
the basement of the ZHdK (Figures 11–13).

The archive’s task is to make its contents available for the 
future and to ensure physical and digital access. Christine Baur 
shared that the archive consists of three different areas (Fig-
ure 9): the current archive, the dormant archive (interim ar-
chive) and the (long-term) archive. All objects are stored in the 
dormant or interim archive for 10 years. They are then evalu-
ated and either discarded or transferred to the long-term ar-
chive.

The physical archival material is commonly used for museum 
exhibitions, whereas digital contents can be publicly retrieved 
via the eMuseum. Besides storing student and museum mate-
rial, an important job of the ZHDK Archive is to store mandato-
ry legal documents, which usually must be stored for 10 years.
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The internal recording system that the ZHdK uses can be seen 
in Figure 10.

We were particularly interested in the archiving criteria to find 
out how exactly important and unimportant digital objects are 
differentiated. There are archiving standards such as the 
ISAD(G) (“General International Standard Archival Description”) 
and the recently redefined “Records in Context” guidelines, but 
the ZHdK does not apply these and has defined its own criteria. 

The criteria of the ZHdK, as per Christine Baur: 

 բ Is the content of the material relevant to the university?
 բ Does the material belong to the university at all? 
 բ Can the archive handle the material?
 բ Can the archive provide the correct storage facility?
 բ Is it necessary to preserve the object at all or is a photo suf-
ficient for documentation?
 բ Is it necessary to include the original in the archive or is an 
image sufficient?

Additionally, she shared that there are still some challenges to 
documenting artistic works today. The storage of paper is very 
simple. Documents are stored in pH-neutral cardboard boxes. 
This is considerably more difficult with fragile material – au-
dio-visual material requires a special temperature, and the ar-
chive is mainly concerned with delaying the ageing process. 

The archive’s task is often misunderstood – archiving does not 
mean that all files delivered are completely transferred to the 
archive. On the contrary, the archivists separate and inspect 
the material, and remove the parts that they do not consider 
important for storage.

Figure 9: The ZHdK life 
cycle filing system, 
consisting of three 

different filing areas (Sent 
to us by Christine Baur)

Figure 10: The recording 
system of archival 

material of the ZHdK 
archive (Sent to us by 

Christine Baur)
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Figure 11: Archive of 
the ZHdK

Figure 13: Old records of 
students at ZHdK 
(≈1920)

Figure 12: Documents 
stored in pH-neutral 
boxes
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2.6.3. Exchange with Nicole Graf

As the focus of our work is centered on images, we wanted to 
talk to a representative of the E-Pics image archive at ETH 
Zurich. Nicole Graf is the head of the archive and provided us 
with information about the archive’s approach and activities. 

In a slide deck provided to us by Nicole Graf, we learned that 
the image archive was founded in 2001 as an image agency 
and has been offering photos as open data since 2015. The 
archive owns 3.6 million physical images, 1.3 million of which 
are digitised. Between 60,000 and 80,000 images are digitised 
every year. 

The guidelines for maintaining the collection consist of the fol-
lowing criteria:

 բ Does the stock fit into the collection (relevant for ETH, tech-
nology & science, infrastructure & buildings, landscape & local 
views of Switzerland) or is it directly related to ETH Zurich?
 բ Is metadata available? 
 բ Can usage rights be transferred? 
 բ Is the physical condition of the image adequate?

In Figure 14 below, the workflow of the ETH photo archive re-
garding incoming photographic archival material is explained.

Inventarisierung
Formales in Excel 
Reinigung 
Umverpackung

Import in Bild-DB
Digitalsat und 
Metadaten
(Matching via 
Bildcode

Erschliessung
– Fotograf:in 
– Schlagwörter 
– Verlinkungen

Rechte & Lizenzen
ausfüllen

Publikation
Auf DOI setzen
Export Schnittstel-
len

Figure 14: Workflow of 
ETH photo archive  
(German) (Sent to us by 
Nicole Graf)

ETH-Bibliothek

Digitalisierung: Bild als Informationsquelle vs. Bild als Objekt

• Bild ist Informationsträger (links): Allfällige Metadaten rund um das Bild werden weggelassen resp. 
durch die erschliessende Person in den Katalog übernommen.

• Bild als Objekt (Mitte): Beschriftungen rund um das Bild werden mitdigitalisiert. Nutzende können, 
wenn nur das Bild als Informationsträger genutzt werden soll, das Bild mit jedem Endgerät einfach 
zuschneiden.

• Album als Objekt (rechts): Zusätzlich zu den Einzelbildern wird die ganze Albumseite digitalisiert, so 
dass Nutzende auch die Bildanordnungen usw. sehen.

Heim, Arnold: Familien-Album, 1897-1901. Album mit 111 Bildern (alle digitalisiert) (Hs_0494b-0001) 17.11.2023

Within their digitisation process, the ETH Library defined three 
different types of images (Figure 15).

 բ The image as an information carrier (left): Any metadata as-
sociated with the image is added to the catalogue by the 
person cataloguing it.
 բ The image as an object (centre): Labels around the image are 
also digitised.
 բ The album as object (right): In addition to the individual im-
ages, the entire album page is digitised, allowing users to see 
the arrangement of the images.

Until 2021, metadata indexing was based entirely on human 
knowledge. This is now being supplemented by AI, which au-
tomatically generates keywords and enables so-called au-
to-tagging. However, the results of this tagging are generic and 
sometimes contradictory. A degree of manual verification is still 
necessary.

2.6.4. Findings Interviews

Through our interviews, we learned a lot about the different ar-
chiving methodologies used at ZHdK and ETH. The archivists’ 
decision process of whether objects are kept and/or retained in 
the archives, or discarded, was particularly interesting to us, as 
we were aiming to apply this methodology to our own project. 

Dealing with masses of digital data is not only a problem that 
is relevant on a personal scale, but for any professional envi-
ronment that similarly deals with large amounts of data. The 
process of selection and curation is very important. ontinously 

Figure 15: Image as a 
source of information vs. 
image as an object (Sent 

to us by Nicole Graf)
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reevaluating content kept in the archives is crucial. This is ev-
ident in all three interviews we conducted. 

The three-cycle archiving system that the ZHdK Archive uses 
was particularly interesting to us; it makes sense to separate 
different archival materials into different areas of priority. We 
explored this concept in our first quick prototypes.  The idea of 
treating the image in different ways according to the ETH Image 
Archive was also new and interesting to us. It makes sense to 
view an image differently depending on the context.

2.7. Navigating Through Literature

2.7.1. Personal Digital Photography

History Overview
In the past, only nobility and the rich could commission pic-
tures. Today, anyone can take a picture with a mobile phone, 
giving the masses the power to communicate through pictures 
– and this all started with the Eastman Kodak Company (Schus-
ter, 2020, p. 18). 

In the late 19th and early 20th centuries, the idea of personal and 
social self-determination emerged in America. Because of the 
leisure time and travel that Americans had, the camera became 
increasingly important. The portable camera became a medium 
of self-definition and group identity (Gordon, 2020, p. 2). 

In 1888, the first practical, affordable, and portable film camera 
was introduced by the Eastman Kodak Company. The camera 
dominated the amateur photography market 24 years later 
(Gordon, 2020). Kodak’s famous slogan was “You press the 
button, we do the rest” (Turnbow, 2023).

Kodak’s marketing strategy led to the spread of photography 
as a mass medium. By the end of 1905, one third of the US’s 
population had been convinced to take up photography as a 
leisure activity (Turnbow, 2023). However, Kodak’s advertising 

Figure 16: Kodak  
advertisement

Note. An advertisement 
with the headline “The 
World is mine – I own a 

Kodak,” published in 
Ladies’ Home Journal in 

1912. Retrieved from 
www.repository.duke.

edu/dc/eaa/K0469
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measures excluded people who did not belong to the privileged 
white class. 

The “Kodak Girl” traditionally came to represent the Kodak 
Company and the lifestyle they were selling – a white woman 
who represented travel and adventure (Turnbow, 2023).

A 1912 advertisement (Figure 16) in the Ladies’ Home shows a 
woman in travelling clothes carrying such a Kodak camera 
(Gordon, 2020). She is standing on the platform looking down 
at an African American porter. He is carrying her luggage with 
many stickers from her travels. The image is a powerful repre-
sentation of racial and class dynamics. The woman in the pho-
tograph appears determined and commanding, while the porter 
is submissive and bowing respectfully. However, the text ac-
companying the ad says that the consumer has the power to 
see the world as she wishes  – but clearly, this did not apply to 
everyone (Gordon, 2020, pp. 25–26). This was also reflected 
in other campaigns. In 1913, for example, an advertisement in 
the Saturday Evening Post showed the white American man 
outdoors, symbolising him as the master of nature and ‘primi-
tive’ people (Gordon, 2020, p. 37). 

The Kodak Girl campaign ran up until the 1970s. But of course, 
women of colour could not become Kodak Girls. In reality, how-
ever, photography was important in African American families, 
as it was a tool for self-representation (Turnbow, 2023).

Theories and concepts for a future digital camera were created 
as far back as in the 1960s, and it was actually invented in 1975 
by Steven Sasson (Cabral, 2023). This first digital camera 
weighed nearly 4 kg. Sasson was an employee of the Eastman 
Kodak Company, but they were not interested in his invention 
at the time. The first digital camera to actually go to market was 
1990’s Dycam Model 1 (2023). 

While the first camera phone was released as far back as 1999, 
Apple inarguably revolutionised the concept with the first iP-
hone in 2007. It was attractive, easy to use and paved the way 
for the notion that everyone should carry one (Stapley, 2022).

As we now carry smartphones wherever we go and not only 
use them to communicate with other people, phones with a 
camera function are expanding our photography practice (Gye, 
2007). Okabe and Ito argue that “the camera phone is a more 
ubiquitous and lightweight presence, and is used for a more 
personal, less objectified viewpoint and sharing among inti-
mates. Traditionally, the camera would get trotted out for spe-
cial excursions and events – noteworthy moments bracketed 
off from the mundane. By contrast, camera phones capture the 
more fleeting and unexpected moments of surprise, beauty and 
adoration in the everyday” (2006, p. 99). 

According to Okabe and Ito, photography in particular has 
moved away from the targeted towards a more spontaneous 
shot. More spontaneous motifs are now being captured and 
more unplanned photos are being taken (2006).

The proliferation of the internet and mobile devices has made 
photo sharing easier and more popular. Henne et al.’s 2014 
study describes that in 2013 more than 350 million photos were 
uploaded to Facebook every day. In comparison, Instagram had 
only 55 million per day (Henne et al., 2014). The numbers have 
increased tremendously. Broz states that there are approxi-
mately 5.3 billion photos taken per day. Since social media apps 
rarely provide information, the exact numbers have been esti-
mated by Broz. Most images per day are shared on WhatsApp 
with 6.9 billion images, 3.8 billion on Snapchat, 2.1 billion on 
Facebook and 1.2 billion on Instagram (Broz, 2024). 

Motivations Behind Collecting Photos 
The general motivations behind collecting and archiving ob-
jects will be explained in the following section. The human ten-
dency to collect can also be applied to the motivation behind 
photo collections.

According to a survey of 200 students in 1994, about 50% of 
them carried physical photos with them (Schuster, 2020, pp. 
176, 177). It turned out that they were mostly memories or 
keepsakes. It was found that 90% of all photos carried were of 
loved ones. Schuster repeated this survey around 10 years lat-
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er with an additional 95 students and it turned out that over 79 
people still carried analogue photos around with them (2020).

Carrying the photo around with you, close to your body, fulfils 
a kind of representative role and allows the bond with loved 
ones to become present (Schuster, 2020). Based on various 
statements by the different students, it can also be argued that 
the photo takes on a symbolic meaning as an “amulet and lucky 
charm”. Several students stated that they hoped that nothing 
would happen to the loved one as they always carried the pho-
to with them. Carrying pictures of loved ones also became sig-
nificant during the wartimes. Photos were taken before leaving 
and served as an amulet at the front (“The woman’s love pro-
tects me”) as well as representing their sporadic social contact 
at the time (2020, p. 178).

In this sense, it can be argued that photos are part of ritual 
elements. A ritual is a sequence of actions that is not function-
al but has a symbolic meaning. The photo is a memory and 
relic of the event (Schuster, 2020, p. 6-8).

A photo functions as a memory; it can document personal as 
well as other people’s memories (House et al., 2004). The mem-
ory function of a photo is strongly emotional, but also has in-
formative components. In the survey, participants stated that 
their favourite photos were not chosen per se for their quality, 
but for the memories and emotions they evoked (2004).

People tell each other their stories from memories. Having a 
photograph of it is a way to keep the stories alive (Garry & 
Gerrie, 2005).

Photo Metadata
With the widespread use of digital cameras, a near infinite num-
ber of images have been created (Boutell & Luo, 2005). To keep 
track of all these photos, we try to organise them by classifying 
them. 

These classifiers can be created from the content of the image, 
such by grouping them by colour or motif. But digital cameras 

offer another way of collecting and classifying information 
(2005).

EXIF (Exchangeable Image File Format) is one of the most wide-
ly used standards for image metadata. Manually tagging and 
organising photos is time-consuming – so by leveraging the 
existing information contained in EXIF metadata, we can save 
considerable amounts of time. 

EXIF files record metadata tags which contain information 
about the image and its context, for example information about 
the camera the image was taken with, date/time information, 
and geolocation metadata (Troncy et al., 2011, p. 136). EXIF is 
the standard file format for smartphone image metadata now-
adays.

When it comes to the creation of location metadata – which will 
be relevant in Section 2.7.3, Spatial Navigation –, the position-
ing accuracy of a smartphone has improved in recent years; 
pre-2016, the GNSS (Global Navigation Satellite System) mod-
ule in a smartphone had an accuracy range of around 3 to 5 m 
in good, even over 10 m in bad conditions (Zangenehnejad & 
Gao, 2021, p. 3). Since then, the sub-meter level was achieved 
for smartphone receivers, though in regular conditions, the ac-
curacy is generally still in the single-digit meter area.

Many people do not realise that when they upload a photo, they 
share more than just the visual content, namely the metadata. 
The metadata contains a lot of private information, such as 
geolocation and the name of the camera used, which the user 
shares unknowingly (Henne et al., 2014).

Dr Sutardja (2021) states that metadata remains associated 
with the photo even when the image is sent or uploaded some-
where, unless it is deliberately removed. 

Some social media platforms strip photos of their metadata 
when they are uploaded, but still use the data collected to learn 
more about their users. They are interested in things like which 
smartphone or camera was used and when and where the pho-
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to was taken, and all of this information can be misused (Su-
tardja, 2021).

Henne et al. (2014) conclude that there are two main ways in 
which the privacy and usability of metadata can be protected.

 բ Users must be made aware of the existence of metadata 
through appropriate visualisation. Useful solutions should be 
developed that demonstrate the awareness and transparen-
cy of metadata. 
 բ Users should be able to decide for themselves whether meta-
data should remain, whether they want to share it with certain 
people, or whether they want to remove it (Henne et al., 2014).

2.7.2. Collecting / Archiving (Digital) 
Objects

Disambiguation
Gaining an exact understanding of the difference between the 
terms “archiving” and “collecting” has proven to be difficult 
– the two words overlap in meaning and are used interchange-
ably in certain contexts. 

The Dictionary of Archives Terminology mentions the “many, 
sometimes contradictory, meanings” of the term “collecting” 
(Society of American Archivists, 2005). The Cambridge Dictio-
nary states the most general meaning of the word – “to bring 
something together from different places or over a period of 
time” – as well as how it specifically refers to a recreational 
activity (“to get and keep things of one type such as stamps or 
coins as a hobby”) (Cambridge University Press & Assessment, 
n.d.-b). 

Endres and Zeller define the Western idea of collecting as “an 
intentional and selective accumulation of like elements” (2022, 
p. 1). The elements of intention and selectiveness are missing 
from the standard dictionary definition but prominent in the 
literature and design discourse we encountered, thus we con-
sider them important aspects of these terms.

The DAT defines archiving as “all actions relating to the selec-
tion and care of records of enduring value” (Society of Ameri-
can Archivists, 2005). In the Cambridge Dictionary, archiving 
is both “a collection of historical records relating to a place, 
organization, or family” and “a place where historical records 
are kept” (Cambridge University Press & Assessment, n.d.-a). 
Archiving therefore means to gather things specifically for the 
sake of endurance and preservation, which is a condition a 
collection does not need to meet.

Now transitioning into the digital realm, the DAT defines a dig-
ital object as “information in binary form and its associated 
metadata”  – any digital file could be considered a digital object. 
A born-digital object is an object “originating in a computer 
environment” (Society of American Archivists, 2005). For sim-
plicity’s sake, we use the term “digital objects”; this includes 
audio, video, text or image files, passwords, applications, re-
trieved websites, etc.

Following the previous definitions, we have come to under-
stand personal digital archiving as preservation of personal 
digital objects for the future; digital collecting involves the de-
liberate management of digital objects, regardless of purpose 
of objective.

There does not seem to be an academic consensus on wheth-
er what we are doing with our digital objects can be catego-
rised as either archiving or collecting, since the element of in-
tentionality is arguably missing; Endres et al. call this “amassing” 
(2022, p. 3); more on this later. Of course, this depends on the 
person and the file type.

Collecting as Human Behaviour
Collecting has been a core aspect of human behaviour since 
ancient times. According to Harari, “Writing is a method for 
storing information through material signs” (2014, p. 122). The 
first recorded name in history belongs to an accountant – an 
ancient Sumerian individual named Kushim, who wrote admin-
istrative information on a clay tablet, which has survived until 
now (Harari, 2014). This early example shows how collecting 
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and recording have been important to the development of ci-
vilisation.  

In the European capitalist economy, collecting as the amassing 
of goods is inherent to our social fabric. People value objects, 
as we are socialised to prioritise them – “implicit in European 
culture has always been a tendency which we now recognise 
as typical, that is, a peculiarly intimate relationship to the world 
of goods”(Pearce, 1995, p. 150).

The ability and acceptability of collecting as a pastime depends 
on a number of socio-economic factors; namely, we are only 
able to collect if our means are sufficient. In today’s culture of 
mass consumption, collecting is more acceptable and acces-
sible than ever. Goods are cheap and widely available (Dillon, 
2019).

Collecting serves as an extension of our identity; it gives us a 
sense of control. This is no different when it comes to our dig-
ital possessions. Dillon notes that “digital collecting is not, as 
might seem at first blush, a departure from human activity in 
the material realm, but a natural occurrence of established hu-
man behavior now enabled in an emerging information infra-
structure” (2019, p. 270). Our intrinsic motivations to collect are 
still the same; the framework for us to do so is just different.

Like Assmann (2008) puts it, to collect is to defy temporal 
change; making the choice to collect something means leaving 
something else behind. We all have our individual categories 
and varying degrees of importance that are personal to us.

Creating collections of objects does not only mean preserving 
and acquiring knowledge about the world. They also serve as 
mementos of important events that are passed on to the next 
generation in this way (Rein, 2022).

Throughout the literature mentioned so far, the element of in-
tention is heavily emphasised when it comes to collecting (En-
dres & Zeller, 2022). Assmann (2008) mentions the additional 
element of time; collecting objects makes them almost exempt 

from the passage of time and removes them from their typical 
context. This is especially poignant regarding our digital col-
lections since the digital landscape changes at a rapid speed.

Historical Methods of Organising Collections
In the past, people had a different understanding of knowledge 
collection and education, but tried to narrow it down, sort it and 
make it comprehensible.

Early on in the Middle Ages, a type of educational system known 
as the ‘seven liberal arts’ was constructed (West, 2010). Its 
origins can be found in classical ancient Greek education. 

According to West, Aristotle defined the liberal sciences as 
ideal subject matter for those who did not only want to learn 
what was “practical or useful”, but were after “intellectual and 
moral excellence in general” (2010, pp. 1–2).

The liberal arts were differentiated between the trividium 
(study of language – grammar, logic, and rhetoric) and the qua-
drividium (study of science – geometry, arithmetic, astronomy 
and music) (West, 2010, p. 6).

Figure 17: Wunderkammer 
– cabinet of curiosities

Note. Engraving by 
Ferrante Imperato 

(1550-1625) from his 
book “Dell’historia 

naturale”, who created 
one of Europe’s first 

natural history collections. 
The image depicts him 

and his son showing it off 
to visitors. Retrieved from 

www.sil.si.edu/Exhibi-
tions/wonderbound/

crocodiles.htm
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The term ‘Wunderkammer’ (Figure 17) originates from the Re-
naissance. With the principle of the ‘cabinet of curiosities’, man 
endeavoured to permeate his world in an ordering and shaping 
way and to equip it with designs for the future (te Heesen, 
2012, p. 31).

Objects that could not be explained or understood at first 
glance were collected and presented there. The the cabinets 
of arts and curiosities were created to elicit curiosity and 
amazement (2012, p. 35).

Zytaruk (2011) describes how how the flourishing of travel and 
trade particularly influenced the establishment of chambers of 
art and curiosities. In those unspecified collections, a wide va-
riety of objects such as chameleons, alligators’ skins, insects 
set in amber, South American feather work, and more were 
displayed (Zytaruk, 2011, p. 2).

Rein (2022) describes how the European view of the world was 
shaken by information about the other worlds to the south as 
a result of the worldwide voyages of discovery in the 15th cen-
tury. Previous knowledge was called into question by the many 
unknowns, such as new objects and areas, and people looked 
for new ways to reassure themselves of their knowledge of the 
world (Rein, 2022, p. 2).

Like the knowledge system of the seven liberal arts, the cab-
inets of curiosities were an attempt to represent the natural 
world and the breadth of human knowledge. Both systems 
attempted to combine and connect different areas of knowl-
edge – the seven liberal arts linguistics and numerology, and 
the cabinets of curiosities art and natural science. We argue 
that people at that time came up with different constellations 
because they had a different level of knowledge than we do 
today.

Are digital photo collections a kind of modern cabinet of 
curiosities?
Today’s digital photo collections show a similar accumulation 
and curation – or lack thereof – of images from different areas 

and cultures that also capture curious objects and memories. 
Certain images were taken in faraway countries, during various 
activities, for their entertainment factor as well as for the ap-
peal of the object and added to the collection both uncon-
sciously and consciously.

Another common feature is the question and concern about the 
ownership of the object. Then as now, the rights of who exact-
ly owns the object are blurred.

Navigating Digital Collections
Almost all of the literature mentions how under-researched the 
area of personal digital information management is (Watkins et 
al., 2015). The types of data we collect have diversified im-
mensely, and yet there is no intervention step of organising it. 
Often, there is an appeal for design intervention to facilitate “a 
more meaningful relationship with digital possessions”; “indi-
viduals can both enjoy and attach importance to their digital 
collections, yet the tools at hand often fail to provide adequate 
support for the full range of value and meaning” (Watkins et al., 
2015, p. 10). 

Surprisingly little is known about our habits of retrieving person-
al files. The operating system plays a factor, as Mac users re-
trieve their files more quickly than Windows users due to differ-
ences in organisation habits and interface (Bergman et al., 2012). 

The main ways to navigate digital files are via hierarchical nav-
igation and query-based search (Bergman et al., 2008). No 
matter how capable a desktop search engine is and regardless 
of advances in technology, users generally prefer to use hier-
archical navigation – browsing chronologically – to find the data 
they are looking for. Bergman et al. suggest to investigate ex-
actly what search functions are needed to be more attractive 
to users, and how to save time in chronological navigation 
(2008, p. 19). Benn et al. (2015) hypothesised that people pre-
fer virtual navigation over search due to its similarity to re-
al-world navigation, and indeed, this seems to be the case 
– their study found that the same areas of the brain are acti-
vated in digital search as during real-world navigation. Digital 
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navigation just seems to be more intuitive than query-based 
searching, and design strategies should support this (Benn et 
al., 2015).

When it comes to the organisation of personal digital file col-
lections, most people seem to have trouble to an extent, even 
those who are technically literate. In Marčetić’s (2015) analysis 
of 220 students across three different universities in Croatia, 
she investigated their personal digital archiving habits as they 
pertained to personal and study-related digital belongings. She 
found that all the participants made at least some sort of an 
effort to organise their digital collections; also, everyone agreed 
on the importance of keeping their digital things organised. 
However, when it came to the actual time and effort put into 
organising, results were different. For example, 44,5% of all 
participants stated they regularly deleted unneeded docu-
ments, and a total of 50% stated they either only created back-
ups at random or never at all. Information fatigue seemed to be 
a big contributor in this; due to the high influx of digital docu-
ments, regularly organising everything requires too much time 
(Marčetić, 2015).

Spurgin (2011) talks about how Personal Information Manage-
ment (PIM) relates to collecting personal digital photographs. 
PIM itself is seen as a boring, low-priority task (which is con-
gruent with our later field research), which is also reflected in 
the way we deal with our photographs – many people share the 
intention of eventually organising them, but never get around 
to it. However, she points out that the activity of organisation 
is viewed differently in other leisure contexts; for some hobby-
ists, the organisation of the information is an important part of 
the hobby itself (Spurgin, 2011, pp. 153–154). 

2.7.3. Spatial Navigation

While looking for new and interesting ways to re-experience 
static photo archives, we began to investigate the topic of spa-
tial navigation skills. Rather than learning about existing spatial 

navigation tools included in modern smartphones, we felt the 
need to learn about their effects on our cognitive abilities to 
inform our design process.

Many studies have been conducted in the field of cognitive 
mapping to determine whether GPS navigation systems impact 
our spatial awareness. For example, Burnett’s and Lee’s study 
(2005) investigates the ability of participants to navigate a se-
ries of virtual routes in a driving simulator. Their results show 
that those who used a vehicle navigation system retained the 
memory of the routes they had taken much less accurately than 
those who used traditional methods – e.g. a physical map or 
handwritten notes. Due to the fact that they could not rely on 
active guidance, those participants using traditional navigation 
methods paid attention to their surroundings much more close-
ly than those relying on a GPS navigation system. However, it 
is important to mention that the participants using GPS navi-
gation were given much less time to study the map in advance 
(Burnett & Lee, 2005, pp. 7–8).

The study also mentions that those participants who used tra-
ditional methods experienced higher stress levels during the 
navigation task – however, the increased stress resulted in a 
higher ability to subsequently remember the routes they had 
taken. The obstacles they faced increased their resilience in 
reacting to unforeseen circumstances, whereas the non-tradi-
tionalists were more reliant on their navigation tools and less 
flexible to change (2005, p. 8). Burnett and Lee argue that, in 
order to mitigate the decrease of cognitive ability due to relying 
on digital navigation guides, “adaptive learning-oriented us-
er-interfaces” should be prioritised, rather than “uncertainty 
minimising styles” (p. 9).

Similarly, Boari et al. argue that “applications on mobile devic-
es could be designed to enhance rather than erode spatial 
skills, by supporting the use of imagination to align real and 
virtual content” (2012, p. 1611). In their study, they investigated 
the ability of participants to correctly match differently rotated 
objects using the Mental Rotation Test (MRT) as developed by 
Shepard and Metzler in 1971. Participants relied either on men-
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tal or physical rotation in 3D virtual space. Their motivation 
behind this was to investigate navigation ability, as mental ro-
tation – rotating an object in your mind – is a skill that is very 
important in adaptive spatial navigation. Their test results show 
that while physical rotation is less cognitively difficult, it is also 
less efficient, as those participants using mental rotation were 
able to correctly guess solutions much more quickly (Boari et 
al., 2012, pp. 1612–1614).

Boari et al. (2012) argue that relying on physical interaction – in 
this case, physically rotating an object in 3D virtual space – 
rather than engaging with mental rotation erodes cognitive 
ability; while the task is cognitively easier, and the mental work-
load is lowered, there is also no opportunity for learning by 
building spatial skills. While they were not able to definitively 
prove some of their hypotheses, as a more long-term study 
would be required to do so, their suggested solution for this 
problem is not to implement rotational interactivity in mobile 
applications for navigation, to support cognitive development 
of spatial skills (Boari et al., 2012, pp. 1618–1619). 

Wilmer et al. (2017) describe this concern as the “’ooading’ of 
our semantic memory into a modern technological device”. 
Adding on to the suggested solution of Boari et al, they encour-
age users to set their map so that North is always facing up-
wards, rather than being able to rotate the map at will to ease 
the cognitive workload. They also discuss the effect of smart-
phone usage on long-term memory; early research strongly 
indicates that the effect is rather negative, meaning that heavy 
reliance on smartphone tools decreases the capability for long-
term memory (Wilmer et al., 2017, pp. 8–9).

Research suggests that a developed spatial ability might be 
linked to structural brain changes and could even play a part in 
preventing Alzheimer’s disease, though this is still being re-
searched and not conclusively settled.

One group which is an interesting case study for this is taxi 
drivers, who of course have extensive and well-trained spatial 
memory. An example of why is in MRI scans, the posterior hip-

pocampi of London taxi drivers are significantly larger com-
pared to those who do not drive taxis, and their size directly 
correlates with the amount of time spent as a taxi driver. This 
is due to the fact that the posterior hippocampus expands 
along with the environmental memory we store. The hippocam-
pus is the part of the brain that is responsible for spatial mem-
ory (Maguire et al., 2000, p. 4398).

Spatial disorientation is a significant symptom of Alzheimer’s 
disease. In their 2015 study, Tu et al. (2015) examined patients 
with Alzheimer’s disease and frontotemporal dementia, and 
both showed hippocampal atrophy, which suggests that this 
correlates with patients’ decreased ability to orient themselves 
and find their way home (Tu et al., 2015).  

The Taxi Brains Project by Spiers Lab aims to investigate this 
relationship further. In 2021 and 2022, they set out to recruit 
London taxi drivers for MRI scans and testing on their route 
planning ability. Results of the study are as of yet not published 
(Spiers Lab, n.d.). 

2.7.4. Recapitulation of Literature 
Review

So far, our assumptions about the difficulties of personal digi-
tal file management seem to be correct; the unlimited storage 
space we have available, the high amount of digital files re-
ceived, and the lack of a proper organisational framework all 
lead to fatigue and our inability to manage our digital lives to a 
satisfactory degree. We aim to further investigate this in our 
field research. 

It was especially interesting to learn that people prefer hierar-
chical navigation because it is most similar to real-world navi-
gation. It makes sense that we would prefer in the digital realm 
what is most natural to us in real life. We plan to lean into this 
aspect of authentic exploration in our project work. 
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We were not surprised to see our expectations about readily 
available GPS technology and highly interactive smartphone 
navigation apps having a negative effect on our spatial abilities 
confirmed. Our challenge is now to incorporate this knowledge 
into our project. We aim to create a final product that strikes a 
balance between being user-friendly and cognitively beneficial.

2.8. Art & Design Review

For the Art & Design Review, we conducted in-depth research 
on the topics of Collecting, Archiving, Photography and Spatial 
Navigation. Here, we present a selection of art and design 
works that cover each of these areas. This gave us an overview 
of existing projects, which helped us with the framing of our 
project and thesis. 

It was important to us to investigate thoroughly and portray the 
field as diversely as possible. While these works inspired us in 
our ideation process in subtle ways, more concrete projects 
and how they specifically relate to our project goals can be 
found in Section 3.2, Related Projects.

Time Capsules (1950–1970)
Andy Warhol 

www.warhol.org/timecapsule/time-capsules/ 

In the mid-1960s, Andy Warhol started collecting all the things 
he encountered in his everyday life that he found desirable, 
which he kept in 610 cardboard boxes until the end of his life. 
He included valuable drawings and source material for his art 
as well as trivial objects such as bills, receipts, letters, and 
telephone call notes. 

The MMK Museum argues that Warhol’s “Time Capsules” are 
regarded as the last cabinets of curiosities and offer a cultural- 
historical journey into the past into the capitalist American  
society.
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Waste Not (2012)
Song Dong

www.art-almanac.com.au/song-dong-waste-not/

The project “Waste not” consists of over 10,000 objects col-
lected in Dong’s mother’s house over five decades. His mother 
began to accumulate household objects such as crockery, ba-
sins, empty drink containers, bottle caps, lighters, fast food 
containers, and biscuit tins when his father passed. These ob-
jects all represent memories and enabled her to live in the pres-
ent. With his project, Dong created space for his mother to 
organise her memories and history. “Waste not” reflects and 
mirrors grief and austerity and leads to a celebration of life.

Note. Retrieved from 
www.flickr.com/
photos/36378366@
N00/3696479148

Archives in Motion (2019)
EPFL+ECAL Lab  

www.epfl-ecal-lab.ch/research-projects/roger-tallon- 
archives-in-motion/

‘Archives in Motion’ highlights the work of designer Roger Tal-
lon and invites users to interactively view his enormous col-
lection of drawings, images, and texts. With this project, the  
EPFL+ECAL Lab has created a virtual world in which the user 
can be fully immersed in the heart of the library, allowing them 
to lose themselves in the vast collection.
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The Supermarket of Images (Since You Were Born) (2021)
Evan Roth

www.evan-roth.com/~/shows/since-you-were-born-2021/

The project “Since You Were Born” represents all the images 
that the artist Evan Roth stored in his web cache since the birth 
of his daughter. He printed out all the images without defining 
any selection or hierarchy. As a result, logos, screenshots, fam-
ily photos and advertising banners surround the viewer in vi-
sual space, creating a personal and individual portrait of the 
21st century.

By transforming his online data into a narrative made of tech-
nology, Roth allows the huge collection of images to be phys-
ically seen and experienced.

Social Soul (2014)
Lauren McCarthy, Kyle McDonald

www.lauren-mccarthy.com/Social-Soul

The “Social Soul” project was created for a TED Conference. It 
is a digital immersive experience that displays a user’s Twitter 
stream in a 360-degree view using monitors, mirrors and sound. 
The experience starts with the stream of the visiting person. 
Using a customised algorithm, the participant is then brought 
together with another TED participant – their “soulmate” – and 
both people’s social streams are combined. After participating, 
they will both receive a message, encouraging them to link up 
offline.
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Satellite Collections (2009–2015)
Jenny Odell

www.jennyodell.com/satellite.html

The “Satellite Collections” are an art project by Jenny Odell. 
She collected screenshots of similar things on Google Satellite 
View (basketball courts, container ships, airplanes), isolated 
them from their original context, and created collage prints with 
them. These are views we don’t get to see in our everyday lives. 
“[...] It is precisely from this inhuman point of view that we might 
be able to read our own humanity, in all of its tiny, repetitive 
marks upon the face of the earth.”

Humans of New York (Ongoing, started in 2010)
Brandon Stanton

www.humansofnewyork.com/

In the photo blog “Humans of New York”, which Brandon Stan-
ton began in 2010, he publishes various interviews and photos. 
Stanton’s original goal was to just photograph 10,000 residents 
of New York and create a catalogue. Along the way, he began 
to interview his subjects, which he also published on the blog. 
He created a unique online archive, where photos are not just 
photos, but where real insights and emotions are linked to them 
through life stories.
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BlindWiki (2014–2024)
Antoni Abad

www.blind.wiki/

The collaborative project BlindWiki, created by Antoni Abad, is 
an audio network on where blind and visually impaired smart-
phone users record their audio memories using the geograph-
ical location of the recording site. By sharing their geotagged 
memories, experiences and thoughts on BlindWiki, a new verbal 
way of navigation through audio presentation and guidance is 
made possible.

Dublin Portal (2024)
Benediktas Gylys

www.portals.org/

The art installation “The Portal” visually connects cities with 
each other. The ‘Dublin Portal’ connects Dublin with New York 
and enables a 24/7 real life livestream. The installation invites 
the public to look beyond borders, their social circles and cul-
tures and find more similarities than differences. The project 
began in 2016 and has since expanded into a worldwide move-
ment in both the physical and virtual world.

Insights from Art & Design Review
As mentioned in the beginning, we gathered these projects to 
gain a broad understanding of what has previously been done 
in the field. While they each contain different emotional nuanc-
es, from grief to joy, connectedness and new discoveries, they 
all  have one thing in commone: they reframe a subject matter 
– a collection, an archive, a spatial experience – in a new way, 
they remove it from its usual context and give it a new one.  
While we did not know this at the time, we ended up incorpo-
rating this approach in our project as well.
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3. Concept

3.1. Concept and Angle

After our extensive research, we saw our assumptions confirmed. Due 
to lack of motivation, time, technological fatigue, and the task itself not 
being interesting, people are unwilling to organise their digital photos 
– even though many of them state that they are unhappy with their or-
ganisation at present. 

Additionally, our access to unlimited storage space devalues the expe-
rience of taking and keeping photos, which became evident in our work-
shop. Due to the wide and quick accessibility of digital photography, 
people are less selective in what they take pictures of than previously.

Our purposes currently for taking digital pictures are different and more 
varied compared to pre-smartphone times; we use digital photos not only 
to capture memories, but also as a short-term memory aid (e. g. to re-
member important documents) and to instantly share them with others. 
Being sent pictures by others, such as memes, and amassing screen-
shots that are only temporarily relevant, are active hindrances in curat-
ing a personal photo archive – there is too much unwanted clutter.

Therefore, the foundational questions we aimed to build our project on 
were: What do we have these photo archives for? How can we re-access 
them in a way that makes sense to us individually?

This is where we want to intervene with our project. How could we make 
the digital photos we have collected relevant to us again – bring new life 
into these static archives? 

The two main approaches we identified to achieve this goal:
1. Propose a new way of organising. 
Suggest a system that is more thorough than what we are familiar with 
now (chronological gallery in our phone, files sorted by file name in the 
finder of our computer) and that considers the different purposes we 
have for taking photos.

 բ We borrow from traditional archiving methodology and apply these 
systems for managing large-scale collections to the smaller, personal 

collection. (Compare interview with Christine Baur: the ZHdK 
archive differentiates between ongoing, actively-used stor-
age, intermediate archive and long-term archive.)
 բ Photos already have metadata attached to them: date, time, 
and geolocation data (in the case of iPhones). We could lev-
erage this metadata to showcase our photo archives in a dif-
ferent way compared to the simple chronological gallery.

2. Propose a totally new, unique way of accessing photo 
archives. Propose an experiment that does not necessarily 
prioritise productive organisation but experiencing. 

 բ A collaborative aspect could have considerable potential 
– photo archives are personal, but we also take many pictures 
to share with others. It might be interesting to try and find 
commonalities between users and invite additional ways of 
experiencing this way.

After further research into the topic of geolocation metadata 
and spatial navigation skills, we decided to introduce the geo-
graphical aspect as an additional component into our project. 
We initially planned to develop a separate device that reflects 
the familiar properties of the compass.

Our thought process behind conceptualising a device was that 
it would encourage a slow computing approach, since it would 
be removed from the familiar smartphone environment (which 
comes with many built-in distractions). We also wanted to lean 
into haptic support for memory retrieval, as the benefits are 
documented (Chen et al., 2019, p. 802).

We pivoted to a smartphone application in the end, which 
has many advantages:

 բ It is widely accessible for everyone with a smartphone.
 բ It directly accesses the phone’s gallery.
 բ The smartphone is a device most people carry at all times already.
 բ It is also the device most people use to capture new photos.

Ultimately, this resulted in Ody-C – a concept for a smartphone 
application that allows users to rediscover their personal pho-
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to archives in a spatial way. We empathised the aspects of 
exploration and embodiment; the user physically has to move 
around to navigate the interface. This way, the original intent 
of an interaction that is not only digital but is grounded in the 
real world was maintained.

The name “Ody-C” represents this sense of exploration. It 
evokes the name of the ancient Greek hero Odysseus, who 
faced many obstacles on his homeward journey, but was ulti-
mately successful in finding his destination. The capitalised “C” 
represents the compass, the core element of our interface.

3.2. Related Projects + Positioning

During our search for related projects, we specified certain 
parameters. The projects we found contain at least one of 
them, if not several. These parameters were defined in our 
research questions, and they are aspects we prioritise. 

 բ Exploring the relevance of personal digital objects
 բ Providing a new way of exploring photo archives
 բ Leveraging the existing metadata of digital objects
 բ Reevaluating image archives disconnected from their meta-
data (through AI or manual organisation)
 բ Incorporating an innovative, interactive approach to spatial 
navigation

Ody-C is positioned in this same area and contains all of the 
aforementioned parameters: it re-explores the relevance of per-
sonal photos, leverages their existing metadata, and uses a spa-
tial, embodied approach.

Note. Project  
Chronoscope, following 

on the next page.

Note. Project  
Chronoscope, viewer 

explores photo archive.
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Chronoscope (2018)
Everyday Design Studio

www.iat-eds.dcr.sfu.ca/?eds_project=chronoscope

Chronoscope is a design artefact that was a result of the de-
signers’ research into personal digital photo archives and their 
metadata. They investigated how they could leverage existing 
metadata and use it in a new and interesting way. They came 
up with a physical artefact resembling a kaleidoscope. Each 
user can access their photo archives on it via Dropbox. On a 
small, circular screen, they are able to view one photo at a time. 
By rotating different controls, the user can change the tempo-
ral parameters and scroll through the images depending on 
which one is selected. There are three different modes: basic 
(oldest to newest photo), date (show all the images taken on a 
specific date regardless of year, e.g. December 24th), and time 
(show only photos taken during a specific hour of the day, re-
gardless of date, e.g. 10 AM).

We found that this project uses existing metadata in a very 
interesting way that we are not familiar with. The authors argue 
that randomness is an element that is frequently used, but in-
effective in creating new experiences with static archives 
(Chen et al., 2019, p. 807). Instead, we should take advantage 
of the existing metadata. A random approach (e.g. serving you 
a random photo from your archive) does not go deep enough, 
which is an insight we appreciate and want to utilise in our own 
project. What we also really liked was the haptic aspect of the 
product. The researchers mention the concept of ecphoria 
(Chen et al., 2019, p. 802) and how sensory input can help with 
memory retrieval. This is something we want to research more 
and perhaps incorporate into our project.

Dérive app (2012)
Babak Fakhamzadeh, Eduardo Cachucho

www.wsa-global.org/winner/derive-app/

Dérive is a platform that provides users with a tool to explore 
their surroundings by providing them with unconventional 
prompts. This essentially turns urban exploration into a game. 
It aims to break up routines and encourage spontaneity. 

We quite like this approach of generating new experiences and 
rediscovering your surroundings under a different lens. Our 
smartphone as a tool has a lot of potential to not only be a tool 
for navigation and support us in our well-trodden routines, but 
to discover new, exciting aspects about our environment.

Note. Retrieved from 
www.apps.apple.com/us/

app/d%C3%A9rive-app/
id1159726913
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Google Memories (2023)
Google

www.blog.google/products/photos/google-photos- 
memories-view/

These days, many smartphone operating systems offer built-in 
ways to rediscover your personal images. With the help of AI 
image recognition, Google suggests “memories” for the user to 
keep. Photos taken on the same or consecutive days are 
grouped together, which will then be suggested as collections. 
With generative AI, a title for the collection can also be created. 

Additionally, Google Photos will serve up random photos on a 
daily basis, e.g. a photo that was taken a year ago on that day. 

It is also common in smartphones to feature AI-powered search 
tools. By entering keywords such as “hiking”, “cats”, images 
featuring these subjects will come up. 

In our experience, these tools are steps in the right direction; 
we believe they could be utilised more purposefully. They still 
operate with the “randomness” factor (See also: Chronoscope); 
the memories that are suggested to save are still largely ran-
dom and not specific to the user’s needs. It is also unclear what 
can be done with the memories once they have been saved, as 
they are still then only accessible in a chronological gallery.

Memogram (2022)
Jamy Herrmann

www.ecal.ch/en/feed/projects/7009/memogram/

Memogram consists of a physical device as well as a web app. 
The device can be attached to a smartphone and communi-
cates with it via Bluetooth. When taking a photo, the device 
creates a receipt with some contextual information of what can 
be seen on the image and temporal metadata. There is also an 
“appointment” printed on the receipt – a certain date at which 
you are allowed to access the photo. 

This project aims to recontextualise the relationships we have 
with the pictures we take – to be more selective with what we 
capture, and to activate our memory by only conveying textu-
al information. To us, it is extremely memorable with the visual 
language it uses. 
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Move Mirror (2018)
Google Creative Lab

www.experiments.withgoogle.com/move-mirror

Move Mirror is an AI experiment that allows users to discover 
pictures in a fun way. The user turns on their webcam, then the 
computer analyses their pose and matches it with one of the 
80,000 images from the pre-existing database which cover all 
kinds of activities: doing karate, dancing, etc. It was created 
using Tensorflow.js.

This is a technically quite simple, but still very exciting exper-
iment, as it conveys exactly what we are looking to achieve in 
our project: It creates a new context for existing images, and 
offers an embodied way to explore this.

Olo Radio (2018)
Everyday Design Studio

www.iat-eds.dcr.sfu.ca/?eds_project=olo-radio 

Olo Radio, a similar project by the same design studio as 
Chronoscope, lets you trace back your past music-listening 
habits. The project consists of a radio device – unlike Chrono-
scope, it features no screen interface, but only rotating knob 
and slider controls. Analogously to Chronoscope, the device 
operates in three different time modes – date, time, and life.

As we have moved into the streaming era and collect less phys-
ical media, our music listening habits have become more fleet-
ing and temporary. This project offers a unique way to redis-
cover your personal musical history.

The principles on which the device operates are the same as 
Chronoscope: the designers have leveraged existing metadata 
that can be retrieved without doing any additional work. Inter-
estingly, the designers have purposefully not included any 
screen-based interface, as they wanted the experience with 
the device to focus on emotionality, inviting the user to think 
back on the moment in time when they were listening to the 
music, rather than focusing on any precise metadata-based 
information.

Note. Retrieved from 
www.talamram.nl/oloradio
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Pokémon GO (2016)
Niantic / The Pokémon Company

www.pokemongolive.com/

Pokémon GO is an Augmented Reality app that encourages 
players to go outside and explore their surroundings while 
walking around and catching Pokémon at the same time. It uses 
GPS technology to identify the user’s precise location and in-
teractive landmarks. Wild Pokémon spawn all around the play-
er, who is then able to catch them. There are seasonal events, 
and different Pokémon are available depending on the player’s 
location.

What we like about this game is the fact that it encourages 
exercise by going outside and walking around. It also has social 
components and allows you to meet like-minded people just by 
interacting with the game. It combines interactive digital ele-
ments with spatial navigation, and physical movement to create 
a unique experience.

t-SNE Map (2018)
Cyril Diagne, Nicolas Barradeau & Simon Doury

www.experiments.withgoogle.com/t-sne-map

t-SNE Map is one of Google’s Arts & Culture experiments. It is 
named after the t-SNE (t-distributed Stochastic Neighbour Em-
bedding) algorithm which visualises data by giving each data-
point a location in a two-or three-dimensional map (Van Der 
Maaten & Hinton, 2008). t-SnE Map is a project that maps thou-
sands of artworks in a three-dimensional space. It does not 
work with metadata at all; instead, the exact location of each 
artwork is determined by its visual similarity to its nearest 
neighbours. The map can be explored freely by navigating 
through it on the web; by clicking on an art piece, you zoom in 
on it, get to see it up close and can learn more about it by click-
ing on the attached link.

This project appeals to us because it offers a new way to ex-
plore images, by navigating through them in a 3D space,  
randomly finding fascinating works in the vast archive. The 
landscape is visually diverse due to the differently-coloured 
image clusters. 
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3.3. Involvement of Our Stakeholders

From the beginning, we planned to involve our stakeholders as 
much as possible, namely our end users. Although we did not 
yet know what our final outcome would look like at that point, 
we included our possible users throughout the research and 
ideation phase. This is why we conducted a workshop with 4th 
semester design students, as well as our online survey. Later 
on, we would go on to test our prototype in user testings.

As for the question of who our actual end users would be, we 
intentionally did not limit ourselves to a specific user group. 
After we narrowed down our topic to personal digital photo 
archives, it became clear that this is a near-universal problem, 
as most people own a smartphone nowadays and use it to take 
pictures. In fact, according to DataReportal, there were a total 
of 10.77 million active cellular mobile connections in early 2024 
in Switzerland, which amounts to 122.1 percent of the popula-
tion. (The difference can be explained by some people holding 
multiple SIM cards, or non-Swiss residents holding Swiss SIM 
cards.) Additionally, 78.4 percent of the population are active 
social media users (Kemp, 2024). It is safe to say that smart-
phones are ubiquitous in today’s society. 

In our Google survey, we were also able to cover age groups 
ranging from under 18 to 65 and above, indicating that people 
of all ages have touchpoints with smartphone photography to-
day.

Due to convenience, our early workshops and user tests were 
limited to students at ZHdK. Since we believe that ZHdK stu-
dents are naturally more technologically inclined, and since we 
also wanted to appeal to people not already familiar with com-
mon design principles, we made an effort to include other peo-
ple as well, which is again reflected in our survey and later user 
tests.

Of course, we also incorporated the feedback and suggestions 
of our mentors and fellow classmates as far as possible. Stay-
ing true to our goals was a bit challenging sometimes. We had 
many different stakeholders who had varying levels of knowl-
edge of our research and varying preferences, so we had to 
balance this with our actual findings that proved or negated our 
assumptions.
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4. Project Development

4.1. Ideation Methods

In order to help us progress, we used a number of design meth-
ods (as already described in Chapter 2, Research).

During the BA Concept seminar, we did several exercises to-
gether, namely: 20 ways of description; defining the qualities, 
parameters, and values of our project; and 50 sketches of de-
sign (Figures 18, 19, 20).

The idea of 20 ways of description was to describe our project 
in 20 different ways. Interestingly, some of the descriptions still 
match our final concept, e.g. “encouraging slow/mindful com-
puting”, “creating a dynamic but reliable personal digital ar-
chive”, “finding physical metaphor to make digital possessions 
more tangible” – which is a good indicator that we succeeded 
in implementing our original intentions for this project.

We defined the qualities, parameters and values that were cru-
cial to us. Some qualities we aimed to implement were tangi-
bility, playfulness, and to re-introduce agency (for the user). 
These values were relevant throughout our process and final 
outcome.

Additionally, we created 50 sketches of design, we came up 
with 50 different ideas for what the final project outcome could 
look like at the diploma exhibition. Our topic was quite multi-
faceted and abstract and there were many aspects to it that 
we wanted to dive into, so it was challenging for us to imagine 
concrete project outcomes. We organised our sketches on two 
axes: analogue vs digital, informative vs emotional. 

These three tasks were very useful to us because they forced 
us to think inside of these more concrete parameters after we 
had previously only discussed the topic in a very abstract way. 
Seeing as we had only formed our group a week prior to the 
seminar taking place, we were still in the very early stages of 
approaching the topic. Not only did these tasks help us refine 

Figure 18/19: 20 ways of 
description; 50 sketches 

of design

Figure 20:  
50 sketches axes
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our understanding of it, and what the potential destination of 
our journey could be, but they also made clear in which areas 
we were on the same page already, and what some misunder-
standings were that we were then able to clear up.

Further along during the process, we used the creative speed 
dating method we had learnt earlier in our studies (Figure 22).

To come up with the topics for the creative speed dating, we 
organised the information and key problems we had gathered 
during the research process, which you can see in Figure 21. 
At this point, the topic was still a bit difficult to grasp, so this 
helped us immensely.

We identified two key problems that had emerged and pro-
posed a total of three solutions for them. 

The first problem is the fact that people own too many digital 
photos – so many that it is impossible to comprehend their 
scope. Possible solutions would be to take an undesigning ap-
proach, to deconstruct smartphone photography and introduce 
new limitations. 

The other key problem emerged during the survey we conduct-
ed. Many people brought up the why; why should we organise 
our photos? Our proposal to address this would be to suggest 
a new way of exploration for one’s static photo archives.

The creative speed dating was a useful method at this stage 
as we had defined three areas of design we could potentially 
go into: the undesigning aspect; suggesting a new organisation 
method; and creating new connections. In combination with 
these terms, we came up with eight adjectives: playful, collab-
orative, haptic, radical, futuristic, slow, nostalgic, and limited.

For each intersection of this grid, we rapidly came up with one 
idea for a final project outcome (within 2 minutes). Among 
these, we chose our three favourite ideas that had emerged 
and developed two of them into early prototypes for the sec-
ond progress session.

Figure 21: Understanding 
the Bigger Picture

Figure 22: Creative  
Speed Dating



First Design Investigations 87First Design Investigations 86Project Development Project Development

4.2. First Design Investigations

At this stage, to help us narrow this big area down to a concrete 
direction to pursue, we decided to conduct a number of design 
investigations that would help us advance our project.

First quick prototype: quick sorting (pre Archivo) (Figures 
23/24)
Our first iteration was to explore how the user could more eas-
ily reorder and delete objects. To do this, we came up with a 
concept that would allow the user to move the photo to new 
locations in the gallery with simple swipe gestures, minimise 
the file size, move it to their memories and set a time limit for 
automatic deletion. We then implemented this concept with a 
low-fidelity prototype in combination with physical images.

While this prototype addressed new photos as they are being 
created or received, it failed to address the already existing 
mass of photos in our phones. How could we better interact 
with them, and how could we make the whole interaction more 
playful? We took these questions into consideration for our 
future iteration and development of the prototype.

Archivo – Photo Archiving Assistant (Figma prototype) 
(Figures 25/26)
During the BA Concept course, we explored various directions 
and ultimately focussed on the aspect of how users could have 
more fun when clearing out their personal galleries. To this end, 
we noted the following questions:

 բ How can we get people to take better care of their digital 
data?
 բ What is the best method, what is the best technology to ad-
dress this issue?
 բ How can we better visualise this data to make it more tangi-
ble for people?

During our rapid field research where we asked people about 
their personal interaction with their digital files, we realised that 
many people are not motivated to interact with their data. 

Figure 23/24: First 
cardboard prototypes

Figure 25/26: Archivo – 
make organising fun
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Based on this, we designed an app, Archivo, that would show 
how the amount of files a user has and make it easier to navi-
gate their personal gallery. We were inspired by the swiping 
mechanism used by dating apps such as Tinder and Bumble to 
design an app where you could either swipe images into the 
archive or into the trash can. This creates a playful approach 
to interacting with the images.

Due to the limited time frame, we limited ourselves to photos 
as the data type to organise in Archivo; while we opened up 
our research area again afterwards, looking back, it is interest-
ing how our final outcome Ody-C is not so far away from this 
initial quick prototype.

Photos by Hour (Code Experiment)
We spent a considerable amount of time thinking about how 
we could explore our image archives in new and interesting 
ways while still utilising the existing metadata that is attached 
to the images (see Figure 27). As we were very inspired by the 
Chronoscope project, which used time-related metadata and 
placed it on different axes the user could manipulate, we aimed 
to recontextualise image metadata in a similar way.

With the help of ChatGPT, we created a Python script that ex-
tracted the EXIF data of a series of images and put this data 
into an HTML file. This HTML site then displayed the images 
with the date and time they were taken. It also featured 24 
buttons, one for each hour of the day, with which you could 
filter the images. Therefore, you could for example display all 
images taken between 4 and 5 PM, regardless of date. The 
order of the filtered images was however still chronological 
(Figure 28).

In a second iteration of this experiment, we decided to compare 
our individual photo galleries by taking the same code and alter-
ing it slightly. To differentiate the pictures, there is a blue frame 
around Tanja’s and an orange one around Mo’s (Figure 29).

It was quite interesting to see our pictures in this new temporal 
context, removed from the chronological order we are used to. 

Figure 27: Image metada-
ta, viewed in Photos 

application on MacOS

Figures 28/29: Code: 
Photos by Hour / Mo vs 

Tanja Photos
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There were patterns that emerged, for example, we could see 
all night-life photos taken in the early morning hours, or pic-
tures documenting our morning commute. Through manipulat-
ing the order of the images, we created a new temporality, 
removing them from their usual context and showcasing these 
new parallels we would not have noticed otherwise.

Arduino Cold/Heat Pad + Season Association
Another design idea we explored was to make photos more 
tactile and bring the user closer to their memories through heat 
simulation. In combination with an Arduino microcontroller, we 
used a Peltier element (Figure 30), which is a thermoelectric 
energy converter, meaning it can release heat on one side and 
cool (absorb heat) on the other side when electrical energy is 
applied to it.

For our exploration, we used the code already written for the 
“Photos by Hour” experiment. We extended this with the filter 
components “Spring”, “Summer”, “Autumn” and “Winter”. For 
this, we defined different heat values for the different seasons, 
which we could control using the keyboard (Figure 31).

We learned that the heat simulation really offered an exciting 
experience and reminded the user of what it was like when they 
took the picture.

On a technical level, there were also some difficulties. The Pel-
tier element warmed up very quickly and reached the desired 
temperature, but it took quite a long time to cool down to a low 
temperature. If the user switched from hot to cold, it took one 
to two minutes for the element to simulate the correct tempera-
ture. For this reason, it was unfortunately not suitable for fur-
ther prototypes.

Dual Prototypes for Progress Session 2: Photo Organizing / 
Exploration
For Progress Session 2, we pursued two different approaches 
as described in Figures 32 and 33 above. The iteration points 
that seemed most exciting to us were photo organisation and 
exploration.

Figures 30/31: Arduino 
cold & heat association

Figures 32/33: Concept 
of two main directions
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For the photo organisation, we came up with a concept that 
rethinks the usual smartphone gallery app. We were inspired 
by the interview we conducted with Christine Baur, the head 
of the ZHDK archive. In our redesign, we also thought of as-
signing three different areas to the gallery, as is the case with 
the ZHdK archive.

In this app concept (Figure 34), a distinction is made between 
the current, temporary, and permanent archive. The current 
archive only has space for a certain number of images, so the 
user must deal with the collected images. The user can then 
move images to the temporary archive where the images are 
stored for one year. After one year, they must decide whether 
to delete the images or keep them in the long-term archive. 

With the concept for an explorative application (Figure 35), 
our concept was to build a communal photo archive in which 
users can actively participate. At the moment, users only have 
access to their own personal photo archive. We wanted to 
change this by using a slow design approach to give users 
more meaning to deal with their personal archive and the ar-
chive of others. 

Images can be added onto other ones by using keywords. This 
could work in a playful way and encourage users to browse 
through their gallery and respond to a given keyword with an 
image to promote the shared archive. Another function we 
featured in this concept was to incorporate the “ageing” factor: 
digital photos and images show no signs of wear. Just by look-
ing at a digital photo, one cannot tell how many times it has 
been looked at already. As found through our literature review, 
analogue images offered users more emotional value through 
the wear and tear of the images.  Therefore, in this product 
concept, our intent was to show the wear and tear of the im-
ages in the communal archive. The images are interconnected 
in a large network (Figure 36); users are able to explore these 
paths by clicking on the keyword connections. The more often 
certain connections are followed, and photos are viewed, the 
more visible the wear would be. In this case, we showed it by 
simulating cracks and fading in the images (Figure 37).

Figure 34: Prototype of 
the organisation app

Figures 35/36: Prototype 
of the collaborative 

experience / network of 
images
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These prototypes were presented in a progress session pre-
sentation. The feedback we received after the presentation 
and the testing phase was very diverse. The “wear and tear” 
factor in particular generated significant debate, and the met-
aphor of providing the digital image with cracks was not the 
best solution as it was too simplistic. Instead, it was suggested 
we explore how else digital consumption might be visually rep-
resented. For instance, rather than transferring analogue age-
ing to the digital space directly, we could explore digital image 
compression as a metaphor for ageing.

Follow-up Experiments: Image Pixelation, Dominant Colour 
Filtering
The feedback we received in this progress session resulted in 
our next design explorations. 

We investigated digital deterioration and considered how ex-
actly we could visually represent it. As mentioned before, 
translating the analogue deterioration process into the digital 
– by showing cracks on the image and creating a fading effect 
– was not quite sufficient. How could we translate this process 
into the digital space and play off of the existing attributes of 
digital images? 

Digital images become increasingly compressed the more they 
are screenshot and shared amongst people or posted on the 
internet. They already go through a process of deterioration, 
and leaning into this as a visual metaphor could be more mean-
ingful.

We created a Javascript code that displayed an image on a web 
page, and the more you clicked on it, the more pixelated and 
the less recognisable it became (Figure 38). We quite liked this 
effect but ultimately were not sure how to explore this aspect 
further, so we set it aside for the time being.

In the second experiment (Figure 39), we further investigated 
colour sorting, which came up frequently when discussing pos-
sible inputs for a creative sorting option.

Figure 37: Wear and tear
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We used a p5.js library called Colour Thief. It selects and dis-
plays dominant (most frequently occurring) colours of an im-
age. This allowed us to display one dominant colour per image, 
according to which we could arrange the archives in the future.

This experiment generated an fascinating output for us on how 
exactly we handle photos and how we see them. The idea of 
organising by colour has a lot of potential as it can show new 
connections between images, regardless of their content, and 
create an additional layer of meaning (as showcased in the 
t-SNE Map project). Ultimately, we also did not pursue this idea 
further as it would have likely led to us having to do a significant 
amount of coding and even getting into machine learning, 
which, at that point in time, was not as in alignment with our 
skills and interests as other areas would be.

We were still missing an indefinable quality we felt lacking – to 
what extent could we continue to research and develop our 
project from this design exploration?

Final Concept: Compass Cardboard Prototype + Figma / 
ProtoPie Mockup
At this stage, we had not found anything that really caught our 
attention in a permanent way and made us want to go in deep-
er. After discussing what our core interests were again, what 
was important to us and what we wanted to focus on, we nar-
rowed it down to the following aspects:

 բ We wanted to focus on designing and not let ourselves be 
limited by our worries about not being able to implement our 
concept in time (due to lack of coding knowledge). Also, per-
haps our ambition to have a fully realised and functional final 
product was not so realistic at this stage, and also not nec-
essary – conducting a thorough design process was more 
important.
 բ While the archiving and organisation of digital images has a 
lot of potential and is definitely underexplored in the design 
field, the other core problem of “What do I actually do with 
my digital images? What is my core motivation of engaging 
with them?” that came up during the research process seemed 
more promising to us.

Figure 38: Applied 
pixelation filter

Figure 39: Dominant 
colour experiment
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 բ One project we kept coming back to during our entire process 
up until that point was Chronoscope by Everyday Design Stu-
dio. We liked the designers’ framing of it as the culmination 
of their design exploration, as they had utilised a Research 
through Design (RtD) approach (as described in Chapter 2, 
Research). Their arguments as to why their efforts culminat-
ed in a physical design artefact made perfect sense to us – 
they argued that physical stimuli can aid in memory retrieval; 
and of course the telescope as an object has many affordanc-
es that lend themselves to the exploration of images through 
time (Chen et al., 2019). Similarly, we gained the motivation 
to create a physical object as our final output. Having a hap-
tic component, we felt, would ground our project outcome.
 բ Chronoscope utilised existing image metadata, which was an 
aspect we had looked into earlier but then put to rest. Now, 
as we investigated again, we realised we were still very in-
terested in the aspect of geographical metadata, and wanted 
to explore it more thoroughly.

As we considered potential objects that give an affordance 
reminiscent of location metadata, we quickly landed on a com-
pass. Our design object would have rotary knobs to fine-tune 
the different available parameters for searching – this remind-
ed us of a camera lens. Our object would combine the affor-
dances and associations of both objects. Our first sketches of 
this object can be seen in Figure 40.

Instead of a compass “face”, our concept incorporated a circu-
lar digital interface. It would show a person’s personal image 
collection, and they would be able to explore the collection 
based on geographical factors. For one, leaning further on the 
compass association, the displayed image would change based 
on which cardinal direction the person was facing; north, east, 
south, or west. With the rotary knob, further parameters could 
be manipulated, such as defining the distance to the image in 
kilometres, or – coming back to our earlier explorations of tem-
poral metadata – the time of day. 

A first quick cardboard prototype is shown in Figure 41. With 
this, we felt we were going in the right direction; the com-

Figure 40: First sketches 
for object prototype

Figure 41: Cardboard 
prototype

Figure 42: First Figma 
mockups
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pass-like object made sense, and manipulating the rotation 
knobs to change the displayed image was playful and interest-
ing. We also created a rudimentary interface in Figma, as seen 
in Figure 42.

Upon considering the technical feasibility of this idea, we saw 
that not only would we have to design, test, and iterate on an 
interface, we would also have to gather technological compo-
nents and create a device to go with them. Truthfully, neither 
of us had much experience with the design of such a physical 
product, which would require much technical precision. On top 
of that, sourcing a handheld round screen that still had a good 
resolution and touchscreen capabilities turned out to be diffi-
cult. Additionally, using components that required coding such 
as an Arduino microcontroller would limit us to only being able 
to prototype while relying on code. Although we had set out 
not to limit ourselves from the get-go, we also wanted to 
achieve a high-fidelity result that supported our strengths.

The compromise solution we came up with in the end was to 
create a smartphone-based application. This would solve a 
problem that occurred to us in the ideation process of our phys-
ical object: Seeing as the device would be a separate entity 
from the smartphone, we would only be able to mirror one’s 
digital photo gallery onto the device. Having the application 
directly on the smartphone, it could theoretically directly ac-
cess the photos on the device, thus creating an experience that 
would ultimately be more useful. Also, we could frame the pro-
ject differently this way: By developing a smartphone applica-
tion, anyone could download it and use it in a real-life scenar-
io – previously, we had taken more of an approach of creating 
a speculative object. First iterations can be seen in Figures 
43/44/45.

We created first prototypes using Figma and ProtoPie; this 
turned out to be a good call – while Figma is very good for cre-
ating screen-based visual designs, ProtoPie has more exten-
sive prototyping capabilities. Also, by displaying a ProtoPie 
prototype on a smartphone, we could access the smartphone’s 
compass sensor.

Figures 43/44/45:  
First iterations

Figure 46:  
Application functions 

Figure 47: Functions 
divided up per screen
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At this stage, we noted down all the functions that would make 
sense to include and divided them up into four areas of the 
prototype, as you can see in Figures 46 and 47. The core nav-
igation would consist of Explore (later renamed to Navigate), 
Map and Settings. 

The Navigate screen would be our core exploration screen 
which featured the compass interface and the actual experi-
ence of discovering one’s photos. Next, there would be a Map 
screen that would supplement the Navigate function by pro-
viding an abstract data visualisation of one’s photos on a map. 

The prototype that we showcased during the third progress 
presentation consisted of the following features and core 
mechanisms:

 բ Core exploration screen that allows the user to explore their 
personal photo archive. Depending on the direction they face, 
a different image is displayed. The compass navigation is split 
into eight sectors, each of which displays the range of imag-
es taken in that area (see Figure 48). By changing the cardi-
nal direction the user is facing and the distance to their cur-
rent location, they can explore their images. Users can explore 
their images by facing a different direction and changing the 
distance to their current location on a dial.
 բ For the navigation, we created a combination of the rotating 
compass mechanism, as well as a distance scroll wheel (Fig-
ure 49). Using the up and down arrows, the user could scroll 
farther away or closer to their current location. By using the 
right arrow, they could change the kilometre intervals, so de-
cide if they moved e.g. in increments of 10 km or 100 km. This 
way, they could control their experience more precisely.
 բ A map view which gives a more holistic overview of the im-
ages. However, on this screen the images are represented in 
an abstract way (e.g. as dots on the map), so the main explo-
ration still takes place in the compass screen.

Figure 48: Compass 
navigation principle 

Figure 49: Navigation tool 
at time of Progress 

Session 3 
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4.3. Evaluation, Next Steps 

While our process so far had not been the most straightfor-
ward, we were glad to explore many different topics and gain 
varied insights.

The topic of digital personal file management is vast, and a 
project in this area can go in many different ways, which we 
have definitely learned. A big lesson we took away was that we 
had to limit ourselves in one way or another. As we started out 
with the broad topic of personal digital archiving, we narrowed 
it down to personal digital photo archives, and then to a new 
way of exploring these archives.

All of the design explorations we had conducted helped us in 
reaching our goal, whether we implemented the gained insights 
in the final product or not. Each experiment helped us figure 
out what aspects were interesting to us, and where we saw a 
potential space for our project to exist in.

What always helped us tremendously was exchanging thoughts 
and discussing with our mentors, fellow Interaction Design stu-
dents, and people outside of the ZHdK institution. All of these 
people offered valuable and unique insights from their own 
perspectives. Of course, it also helped to be a team of two 
people; the ability to discuss ideas, introduce and re-introduce 
elements was essential and brought us much further in our 
process. While our design process was quite broad overall, it 
helped us come up with a stronger concept in the end.

Another lesson we learned was not to get intimidated by the 
potential methods and technical skills required to implement 
an idea. Since neither of us is an expert in coding and/or elec-
tronics and we see our strengths elsewhere, our perceived lack 
of skill in these areas hindered us when we could have been 
thinking much further. 

After all, the expectation of having a fully realised final product 
is not necessarily the main goal, as the design itself and the 
overall process are much more important. We were also able 

to make good use of design methods we had previously worked 
with during our studies, for example the Creative Speed-Dating 
method was a well established and tested way for us to quick-
ly generate ideas when were stuck, and something we went 
back on many times throughout this process.

These were our next steps for part 2 of the project develop-
ment phase:

 բ Work out the core problems of our application (detailed in 
Section 4.4, Developed Prototypes).
 բ Define exactly which parameters we want to be able to 
change within the navigation.
 բ Do extensive user testing of our prototype(s).
 բ Create iterations for the visual design of the screens.
 բ Create an in-depth interactive prototype that gives an accu-
rate experience of what we want to convey with the app, e.g. 
display images that are correct to the indicated rotation and 
distance.

4.4. Developed Prototypes

After the last progress session, we were still facing a lot of 
problems concerning the core mechanisms of our prototype. 
We started to identify all the factors which need work.

First, there were a lot of problems with the core mechanism of 
the compass exploration screen. If we continued with the 
eight-sector system as described in the previous chapter (Fig-
ure 48), the problem was that the sector became larger and 
larger as the user increased the distance to their current loca-
tion. This means that, at a larger distance, the navigation be-
comes much less precise. 

For example, if you look at Figure 50 below, in which the user 
is in Switzerland, the images taken in Switzerland are precise-
ly navigable and the user is able to gain meaningful context 
from them, as they are distributed all around them. However, 
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all the images in Libya / Egypt / Sudan (assuming the user has 
taken photos there) would be in the same area of navigation, 
so there would be no meaningful differentiation.

Thus, our most pressing concern was to solve this far-distance 
exploration problem. We aimed to solve this problem in our next 
iteration by replacing the fixed-sector system with a custom-
isable sector system. This meant that we would add a second 
interactive control next to the distance control, with which the 
user could adjust the width of the respective image sector (see 
Figure 51). This way, they could choose to display a narrower 
and more precise angle at farther distances, to narrow down 
the images displayed, and open it up more widely at closer 
distances, if they so chose.

Another concern we had at this stage was the wildly differing 
use cases we could imagine. What if the user is originally from 
Italy but now living in Switzerland, and the majority of their 
image archive is located in Italy? What if the user has travelled 
extensively, and what if they have not travelled at all? What if 
the user is in a moving vehicle, for example a bus or a train, how 
would the experience then change?

We decided to create personas to demonstrate these different 
use cases, and then to define the individual user flows for each 
of these personas (Figure 52/53). 

For the different personas, we used the comments we gathered 
from previous user interviews, feedback from mentors and 
classmates as well as personal experience. 

We created three different personas with different back-
grounds, interests, values, actions, motivations, pains, and 
contexts, each with different problems and needs for our ap-
plication. 

This was particularly helpful for us to revise and customise the 
user flow. The user flow we created formed the framework for 
our Ody-C project.

Figure 50: Size of 
compass sector increases 

along with distance

Figure 51: Sector system 
before vs after
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By developing the customisable sector system, we were 
able to address the following problems:

 բ How can we tackle the problem of the area getting bigger and 
bigger by increasing the distance? 
‧ By dynamically customising the sector of displayed images, 

the user can narrow them down to a very precise degree.
 բ How does the app work when there are no pictures taken in 
some directions? What if someone hasn’t travelled at all? is it 
just empty? Does it stay at the last shown picture?
‧ The last shown picture is displayed. The user is able to view 

more images by extending the sector.
 բ If a picture is taken exactly on the intersection of two sectors, 
which one does it belong in?
‧ This problem is no longer applicable as there are no longer 

any intersections.
 բ What if you are from Italy and took most of your pictures there 
but just moved to Switzerland (Figure 50 from previous chap-
ter)? 
‧ Again, by narrowing down the sector, the user is able to 

customise their experience as precisely as desired.
 բ How does the app differentiate between the more than 1000 
pictures I took in my home town when I am there?
‧ The user can navigate through these images when they are 

at home– but of course, a selling point of the application is 
its embodiment – the experience is more varied when the 
user is within a photo “hot spot”, at the location where they 
took a lot of photos.

Figure 54 below shows the updated navigation view. Figure 55 
shows the map view.

Another question we kept running into was: Should the user be 
able to dynamically change their location on the map? This 
would solve some additional problems for us – e.g. the last 
question, only being able to navigate one’s image archives im-
mersively when they are in close proximity to one’s location –, 
but in a way, it would be less embodied. We decided to review 
this issue, along with some other ones, during user testings.

Figure 54/55: Updated 
prototypes

Figure 52/53: Sample 
persona / user flow

Open app

Is there existing 
geolocation 

data?

Agree to access 
photos + 

location data?

Ody- C can only be used with 
access to your photos. Grant 

access in system settings
No

Overlay over core functions; 
user can try them out (with 

example photos)

Yes

Great! Your library is now ready 
to explore.

Yes

Scan of existing photo library

"Edit your photos to add 
location data; new photos will 

appear in Ody- C."

The most recent image is 
displayed in the direction the 

user is facing.

Action the user 
takes in Navigtate 

Screen

Rotate the interface

Images taken in the North at 
closest distance are displayed

Images taken in the East at 
closest distance are displayed

Images taken in the South at 
closest distance are displayed

Images taken in the West at 
closest distance are displayed

Increase distance by 
using scroll button

Images are displayed 
depending on chosen distance

Increase the sector by 
dragging on it

Range of displayed 
images increases.

User swipes between images 
to display different ones at 

same distance

User taps different 
navigation items on 

bottom nav bar

No
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4.5. First User Testings

In our user tests of Ody-C, we were particularly interested in 
whether users could utilise our main navigation. To this end, 
we built a ProtoPie prototype that demonstrated the function-
ality of the interactive rotation navigation and allowed users to 
experience it. In addition, we created a Figma flow, which we 
executed using a simplified form of A/B testing. Instead of con-
ducting separate variant testings with different user groups, 
we tested both on the same users and generated feedback that 
way.

We asked ten different users from our network inside and out-
side the ZHDK to test our prototype. This seemed to us to be 
an important step, as we also want to address people outside 
the ZHDK in our target group and include their opinions in our 
project. (See Section 3.3, Involvement of our Stakeholders, in 
Chapter 3, Concept.)

The response to our creative proposal of Ody-C was nothing 
but positive. All of our respondents stated that they found in-
teracting with the core navigation interface very intuitive. The 
scroll wheel in the centre to adjust the distance was quickly 
used and interacted with due to the 3D navigation. 

As the compass interface is linked to the smartphone’s com-
pass sensor, our testers quickly got used to it and rotated the 
smartphone and themselves to discover images.

For the A/B testing, we designed three different flows to find 
out which UI elements the users find more appealing and more 
necessary (Figure 56). 

Test 1 focused on the function and integration of the map. The 
idea that the user can change their location and interact with 
their images from a location other than the one they are in al-
ready raised some discussion points. 

When we tested this function, we received mixed feedback. 
Some respondents liked the idea, and they argued that the 

Figure 56: Section of user 
testing flow
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ability to change the location to a past holiday hotel for exam-
ple and move around there would be a great way to relive mem-
ories and immerse themselves there again. Another user, on 
the other hand, said that they did not need this function as they 
would find it difficult to re-experience images in certain direc-
tions because they were not in the same place physically.

In test 2, we were interested in whether our users would want 
and use a context menu (Share, Like, Delete) while long-press-
ing photos in Ody-C. To do this, we tested the way the context 
menu was displayed. In the first option, the context menu ap-
peared while the image is greyed out; in the second option, the 
photo appeared in full view with the context menu at the bottom.

Our test users clearly indicated that a context menu within our 
app would make sense.

The response here suggested that version B seemed more in-
tuitive for users, as they are already familiar with this interac-
tion from the flow within the smartphone gallery. 

In test 3, we wanted to find out whether our users liked the 
visuals of the sector element and whether they found it more 
intuitive if it extended into the images or remained within the 
compass navigation element. 

The feedback from our test users was clear in this area. All 
preferred the version in which the sector extends into the im-
age – as it shines into the photo archive and reveals the imag-
es, so to speak. 

We learnt a lot of valuable lessons from our first user testing. 
Our concept was well received and was seen as interesting and 
fun. This confirmed our approach and showed us that we were 
on the right track. 

However, we also realised that we needed to organise testing 
differently and formulate our instructions more clearly. We con-
tinued to show the sector element as a ‘torch’ in the image – by 
having it extend past the compass interface, the difference is 

demonstrated in Figures 57 and 58 – as well as having this el-
ement controlled by a slider but effectively attached to the 
sector, as this provides more context when interacting with the 
navigation. 

We also learnt that the issue of being able to change one’s 
location on the map generated quite diverse feedback. Really, 
it could be argued both ways whether one or the other was 
more embodied and reflected our goal more clearly, so we simply 
had to decide which one to implement, and then further test its 
viability.

Figure 57/58: Big sector / 
small sector
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4.6. Final Prototype Fabrication 

Through further discussions and mentoring, we iterated on our 
UI & UX elements. As found in the first user testing, the inter-
action with the compass and the scroll option worked well and 
was intuitive for the user. Our navigation elements ‘Map’, ‘Nav-
igate’ and ‘Settings’, however, were all on the same hierarchy 
level. This was problematic as the ‘Navigate’ screen was the 
most important feature of the app and therefore needed to be 
more prominent.

We requested a mentoring with Florian Wille, a Senior Design 
Strategist at the agency Dreipol and a lecturer at ZHdK. With 
his professional guidance, we were able to take a slightly dif-
ferent approach to our interface, which reframed the concept 
and solved some of our remaining practical problems. Figure 
59 below shows an updated wireframe.

In our new – and final – design, the different images are ar-
ranged in clusters, in a minimalist form like a sort of cloud, and 
distributed around the user, just like on a ship’s radar (Figure 
60). By rotating the phone, the user is able to discover the 
different clusters surrounding them.

In this new interface, the core exploration screen combines 
properties of the ‘Navigate’ and ‘Map’ screens, so there is no 
longer a need to separate them.

The user is given the opportunity to discover these in a more 
playful way – they have to capture the clusters by rotating the 
smartphone and selecting the desired cluster of images to take 
a closer look at them. Selecting the cluster takes them to the 
next layer (Figure 61), where they can consciously explore the 
images in the selected cluster. In this iteration, we reintroduced 
the factor of time, to account for the arrangement of equally 
localised images in different time periods. A horizontal slider 
displays the years in which the photos were taken. 

Finally, on the third zoom layer, the image can be viewed fully, 
and a context menu (delete/share/favourite) appears (Figure 62).

Figure 59: New wire-
frames created after the  

UI & UX mentoring 
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We are aware that this UI & UX has a slightly different function-
ality than the previous prototype. However, this combines the 
navigation function and map in a better, more intuitive way and 
creates an overall better user experience.

Another point that came up in our discussion was the onboard-
ing. Do we need to introduce the user to our app? Ideally, we 
would be able to guide the user without explicitly including an 
onboarding. We implemented micro-interactions, such as a 
nudge animation that triggers when the user fails to identify 
the correct interaction element after a while.  

Another challenge we faced was the question we had already 
dealt with earlier.  How do we deal with the area under the 
angle becoming larger and larger the further away we get? The 
solution we had previously defined was an angle that could be 
adjusted. With this new UI, however, this element was no longer 
relevant and a new solution had to be found.  

4.7. Final Prototype Viability User Testing

For the final round of user testings, we used the Rapid Iterative 
Testing and Evaluation (RITE) method. This method describes 
an approach of quickly iterating on a prototype, then evaluating 
it again in a user testing, followed by immediately implementing 
the learnings in a new iteration, testing this one again, and so 
forth. Users we approached were fellow students, friends, and 
family members, all between the ages of 20 and 50.

The first feedback we received was that the core interaction 
of the prototype was fun to use; this approach felt sort of like 
a game. However, the user struggled with understanding the 
navigation and tried to tap on the screen to zoom in on the 
clusters, rather than using the navigation wheel to approach 
them, which we had implemented. 

In order to make this more understandable, we added a nudge 
animation which prompts the user to use the central scroll 

Figures 60/61/62: Three 
zoom layers of the new 

concept
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wheel. We also added a start screen which contains a summa-
ry of the app concept in one sentence, hoping that everything 
would be more clear to users this way.

In the second round, we tested with several people. They all 
said they found the concept and mechanism very promising; 
one even stated that they actually only use the map feature of 
their iPhone gallery, as the masses of photos are unnavigable. 
This confirmed to us further that our approach is a meaningful 
way of navigating these vast image archives. They also stated 
that it opens up a new way to interact with images in the phys-
ical space.

We received vocal support for our context menu (Delete / Share 
/ Favourite). Users stated that sharing is the most important 
aspect of interacting with their photos, and this absolutely 
needs to be a part of the app. This group again did not find the 
navigation elements of the interface intuitive to use; users in-
tuitively touched the clusters on the screen, rather than using 
the navigation elements. We understood at this point that this 
core principle needed an overhaul.

We updated the prototype to allow for zooming in on the pho-
to clusters by tapping on them, in addition to the scroll mech-
anism. We also added some minor adjustments that improved 
the overall user experience. For example, we implemented a 
“pinching” gesture that allows the user to exit a screen by swip-
ing downwards, rather than just being able to do so by tapping 
on the “back” arrow.

We also received the feedback that the white-on-black inter-
face offers too little contrast (Figure 63); especially the opac-
ity of the white elements is too low, which might be unhelpful 
for people with lower vision (Figure 64). We created an alter-
nate high-contrast version of the interface and tested both with 
an older age group of people in their 50s.

When testing with two people in their 50s, it became clear that 
the interface does not have enough contrast. Our test person 
stated that they would not have noticed it at all without the 

increased colour and had registered it as a compass. At the 
time of writing this, this was our last iteration element.

 
Figure 63/64: Low vs high 

contrast interface
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4.8. Exhibition Concept & Storytelling

In terms of our exhibition concept, we aimed to answer the fol-
lowing question: What exactly do we want to say with the exhi-
bition, what story do we want to tell visitors with our project? 

We will work with four elements (Figures 65/66/67). We will use 
a plinth on which a tablet is placed that contains our prototype 
and invites the visitor to explore images of near and far data 
by rotating it. The plinth is mounted on a wide base, 150 cm in 
diameter, that provides stability, using a metal rod and ball 
bearing system. The tablet itself is mounted on the plinth, while 
the whole plinth rotates. This way, the visitor will be able to 
engage physically with the prototype, while the tablet is still 
secured. 

To visually represent our concept and incorporate it into our 
exhibition setup, we will use a decal on the plinth to make it 
look like a compass. This way, we aim to make visitors aware 
of the way they exist in relation to the cardinal directions, 
something that we do not often have to consider in our day-
to-day lives.

For more context, we will include a screen in the background, 
which gives the visitor a better understanding of the project 
concept and how the app functions through our video. In addi-
tion, the thesis placed next to the screen invites the visitor to 
learn more about the whole subject and our process.

With Ody-C, we want to find a new way to access memories 
that would otherwise be left to gather dust in archives. The 
unique aspect of our project is its geographical localisation of 
past images to create a dynamic experience. 

Ody-C …
… creates a new access point to memories.
… offers a dynamic experience depending on location.
… encourages (embodied) exploration.
… uncovers the hidden information attached to your photos.
… supports the development of spatial navigational skills.

We hope to convey all of these goals in our prototype, and 
through the name of the application, as well. With the name, 
we aimed to capture a feeling of exploration, navigation, while 
still feeling modern. We found that “Ody-C” is a playful twist on 
The Odyssey, the story of Odysseus’s adventurous homebound 
journey after the Trojan war. The capital “C” also highlights the 
compass, a core feature of our application.

Figure 65/65/67:  
3D renderings for our 

exhibition concept
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5. Conclusion 

5.1. Evaluating Hypothesis + Research  
Questions 

We will now address our initial research questions and check 
whether our two hypotheses are correct. Also, we will investi-
gate how our product addresses our hypotheses.

1. What are motivations for collecting things?
Some reasons for collecting things are a deep personal interest 
or passion, to engage in a community, or for emotional connec-
tion, such as to share things with people important to you. Oth-
er reasons can be simple aesthetic appreciation, or to remem-
ber things. Reasons to keep a collection, and criteria for 
curating them, are as diverse as people are. Overall, these rea-
sons overlap a lot with why people take and keep photos. We 
learned this mainly through our desk research, by participating 
in the Anarchiving Practices workshop and hearing people’s 
personal anecdotes.

2. What are motivations for taking photos in the smartphone 
age?
We verified this in our research: our literature review, survey, 
and workshop. Again, reasons for taking photos are as diverse 
as we are, but it can be said that many people will take smart-
phone photos to capture memories, to document information, 
and to share with others.

This impacted our design decisions in the sense that we devel-
oped an application that will hopefully be useful for as many 
people as possible and be interesting to people regardless of 
their specific personal needs. Our application is adaptable and 
provides a neutral ground for exploration, something everyone 
can benefit from.

3. What are the reasons for our limitless amassing of digital 
photos? 
We have come to realise that our current digital organisational 
infrastructure does not sufficiently address users’ actual needs. 

Across all of our sources, our secondary research as well as 
our own primary research, people unanimously stated that they 
were not as organised as they hoped they would be. The big 
symptom of this is that people are intimidated by their vast 
personal photo collections, and they lack both the time and 
motivation to deal with them. We believe that addressing this 
problem at its core rather than just addressing the symptoms 
is required. While our project did not go in the direction of pro-
posing a new user strategy for organisation, we hope to see 
new, more radical proposals that could even prompt a shift in 
how we think about our personal digital files. 

4. Is our access to infinite storage space detrimental to our 
user experience of digital tools?
This can definitely be answered with yes. There is a gap here 
between existing user strategies for dealing with digital files 
and our ability to carelessly gather digital materials because 
storage space is so cheap and abundant. Again, while our pro-
ject does not address this specific question, we hope to see 
new proposals in the future.

Hypothesis 1:
By designing a tool or framework for personal digital cura-
tion, we could generate a positive impact on users’ ability to 
curate and revisit digital content.
Seeing as we iterated on our hypothesis after generating more 
user input and early prototypes, our project outcome does not 
address the entirety of this hypothesis. However, we believe 
we succeeded in addressing the latter half of it: We proposed 
a new way for users to revisit their digital content with a posi-
tive impact.

Many of our users shared that they found our approach playful, 
and they had not previously considered the possibility of re- 
experiencing their photos in an embodied spatial way.

Throughout our user testings, people were quite engaged. 
Many users were very interested in the concept as soon as they 
understood it, and they all started to engage with it very quick-
ly by contributing their own personal exploration ideas. We 
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were not fully able to verify the hypothesis due to the lack of a 
fully realised prototype. But we verified it as far as it was pos-
sible, and we consider it a success.

Hypothesis 2:
By using geographical metadata, we can develop a smart-
phone application that lets the user explore their personal 
digital photo archives in a new and interesting way.
Again, we believe we succeeded with this. We created an ap-
plication that takes parameters we are already used to and 
positions them in a new context.

By putting the geographical parameters at the forefront of the 
application, we hope to bring spatial awareness to our users, 
and hope we are able to let them see their images in a new light. 

Coming back to our methods detailed in Chapter 2, Research, 
we find that our prototype can successfully be interpreted us-
ing the Research Through Design approach. It brings attention 
to a problem we face that has been underexplored in the gen-
eral design field so far – in this case, the amassing of digital 
objects, our lack of organisational structure to deal with them, 
and the lack of proposed design solutions for re-exploring 
these static archives –, and it presents a creative proposal for 
dealing with these circumstances. During exchanges with our 
user groups, we found that many people were somewhat aware 
of these issues. During our conversations, as they progressive-
ly became more aware and started to engage with the problem, 
they were quick to suggest solutions of their own.

When it comes to our prototype, many people were excited 
about it, stating that they had not previously thought of the 
possibility of exploring their personal photos in a spatially em-
bodied way. 

Therefore, we hope to have succeeded in our goal to inspire a 
playful examination of our static personal digital archives. We 
hope to be able to contribute to the wider conversation sur-
rounding design proposals for addressing these issues, and we 
hope to see many more in the future.

5.2. Contribution / Usability of our Product

We believe that we succeeded in our intended contribution. 
With this project, we proposed a new framework that showcas-
es the potential of metadata, specifically geolocation metada-
ta, and how it relates to images. By using it for personal photo 
navigation, we also addressed the problem of navigating and 
organising large personal digital archives. 

Through our testing, we realised that we could only check the 
validity of certain functions in a fully implemented, coded, and 
customisable prototype. There were certain limitations when it 
came to user-testing a superficially interactive prototype. But 
we believe we succeeded in testing it as much as feasible and 
were able to validate the app’s core functions.

Experiencing a personal photo archive through the Ody-C 
framework is a subjective journey. In order to test the applica-
tion as far as possible, we created a sample flow with images 
of our own. This allowed users to engage with the prototype.

Ultimately, our prototype is a creative proposal; we want to 
encourage people to think about how they engage with their 
personal digital photo archives. This was definitely the case 
throughout our user tests.

With this project, we relied on our skill and interest in UX/UI 
design. While we considered stretching our capabilities, we 
ultimately were not ambitious to an unrealistic extent. We did 
not try to conceptualise around skills we did not have, which 
was wise in hindsight.

Another point we want to mention here is that we purposefully 
did not include any Artificial Intelligence or machine learning in 
our project. As demonstrated in our reference projects, there 
is a lot of potential for an intervention of AI as a means to bring 
new life to static photo archives. However, this area of research 
is evolving rapidly; its landscape will likely look completely dif-
ferent in just a few years. We consciously did not include AI in 
our considerations, instead relying on static data consisting of 
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pre-existing metadata attached to images. For this reason, we 
believe we have created a proposal that holds up well and will 
stand the test of time.

5.3. Process Review

Our research area was quite wide in the beginning. It took us a 
while to fully understand the topic, to figure out our potential 
users’ needs, to identify our exact interests, and then to com-
bine all of these aspects in one concept. 

Our process was highly iterative, which had its good and bad 
sides. On the one hand, we were able to learn a lot by covering 
such a wide field. We did not limit ourselves and considered 
many possibilities, even those outside of our existing skill set. 
Due to our process being highly iterative, it was constructive 
to check back on our initial assumptions regularly and update 
them as we gained more information.

On the other hand, we could have been more decisive and 
trusted our intuition more. Looking back on the process, we 
were quite close to our final product with our very first assump-
tions and quick prototypes. Rather than opening up the field 
again, we could have been more assertive at times and pursued 
our initial interests right away. Of course, some of these chal-
lenges were due to being in a group and having conflicting 
opinions at times. We also let ourselves be deterred by outsid-
ers’ opinions, though, when it was us who had done the re-
search and knew the relevant data.

However, while we could have believed in ourselves and the 
process more, we also could have done with asking for help 
more frequently. The most pivotal moments in our design jour-
ney occurred due to feedback from people who were not in-
volved in the process. For example, our mentoring with Florian 
Wille helped us advance our final prototype to the next level. 
Even just asking classmates was extremely helpful; as we were 
deep in the process, it sometimes only took another person 

looking at the project very briefly to generate fresh new ideas. 
While the process was by no means perfect, we put in a lot of 
work, utilised many design methods we knew, and relied on our 
network and mentors often. 

5.4. Evaluating Teamwork

We used a highly collaborative approach throughout the pro-
cess. Working on the thesis as well as on the project, we were 
constantly in exchange, discussing our approach and evaluat-
ing our progress. It was very helpful to have the constant op-
portunity to exchange ideas and discuss problems, as well as 
to drive the concept forward. 

One method that we used several times and that became one 
of our favourite methods was the creative speed dating. This 
method was great for generating new ideas and directions to 
find out which direction the project could go. When we dis-
agreed on certain points and areas, we always talked to each 
other and tried to find a solution to the respective problem 
through constructive criticism and feedback. We believe that 
it was precisely this good communication with each other that 
made our team work so well. 

From the beginning of the semester, starting with the concept 
seminar, we kept a blog on which we wrote down all our prog-
ress steps, problems, feedback and findings. This turned out 
to be a helpful support when writing our thesis. It allowed us to 
keep track of our thought processes and recapitulate them. We 
kept the blog on a weekly basis and created a new chapter 
every week. We believe this will be a valuable resource in the 
future.
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5.5. Further steps 

Firstly, would developing a physical device the way we envi-
sioned it in our first prototypes still make sense at this stage? 
Ultimately, from a usability standpoint, it likely would not. Like 
we detailed many times, having too many smartphone pictures 
and having no reason to revisit them is an almost universal 
problem. Adding a separate device would add another barrier 
of entry.

Regardless of these considerations, it would still be quite fun 
to develop this physical prototype idea further, and definitely 
worth exploring. Its feasibility would have to be evaluated once 
a viable prototype exists.

If we were to develop the application further, there are a num-
ber of possibilities we could take it in – features we had thought 
of originally but did not have time to implement, and features 
suggested to us by peers and users.

For example, when we first ideated on the functions of our app 
during the Project Development stage, we wanted to imple-
ment social features, and gamify the application to an extent 
(See Figures 46/47 in Chapter 4, Project Development). By en-
couraging the user to set goals and share their archives with 
their friends, family members and acquaintances, new connec-
tions and revitalising the archives might be accomplished. 

Another promising next step would be to think beyond the pho-
tos format and to integrate other file formats into the applica-
tion. At the very beginning of our process, we were planning to 
address various types of digital objects including documents, 
sound files and video content. We would like to explore how 
these types of files might become more graspable through an 
embodied interaction approach.

Nowadays, documents are not visible. They are neatly pack-
aged using application icons and the info text, but are not ac-
cessible from the outside except through their metadata. But 
what does the metadata tell? How can a new relationship to 
their metadata be established for these other files? 

For these other file types, metadata other than location meta-
data might be more interesting to investigate. Which metadata 
could we leverage best to create a more fun experience, to 
make them more interesting for the user to interact with? 

Our current concept is expandable in many directions. Ulti-
mately, we are very happy with the point to which we were able 
to develop it and look forward to the exhibition.
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