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A B S T R A C T In recent years, artificial intelligence (AI) has 
become increasingly relevant because of tech-
nological progress. Without being fully aware of 
it, it influences our lives more than ever through 
increasingly complex algorithms. The increasing 
spread of facial recognition systems, especial-
ly in commercial applications, is changing the 
meaning and value of the human face. 

The BA thesis examines the implications of 
this development in terms of society and the 
relationship between such systems while pro-
voking ethical and moral questions. It focuses 
primarily on biometric facial data by exploring 
different approaches based on research and 
conclusions that resulted in a web application 
with a critical design approach.
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I N T R O D U C T I O N We face historically unprecedented ethical 
challenges due to technological progress, es-
pecially in the field of artificial intelligence (AI). 
Many applications already influence our daily 
lives, without us even being aware of them. This 
prompted me to apply this thesis to examine the 
risks and the opportunities in the field of com-
puter vision. 

As facial recognition becomes more wide-
spread, especially in commercial applications, 
concerns about security, privacy, misuse, and 
errors are growing. Users may be giving away 
more than they intend to. The delusion of fa-
cial data collection is changing the meaning of 
the human face dramatically. It can be seen as 
a new type of currency. Therefore, a photo of a 
person is no longer just a photo. It is a defining 
feature of an identity that can be shared or used 
in ways that consumers might not understand, 
anticipate, or consent to. In serious contexts, it 
can be used to develop ethically questionable 
technologies.

Thus, I set myself the goal of conveying the 
vulnerability and current handling of biometric 
facial data to a wider audience in a provocative, 
playful, and accessible way. In this manner, my 
work attempts to raise people’s awareness and 
to stimulate discussion and scepticism about 
the current legal status of facial recognition 
technologies.

As a prospective interaction designer, I se-
lected this relevant topic and attempted to com-
bine this immaterial technology with tangible 
experiences – to make the invisible visible. The 
topic will particularly affect emerging designers 
and cause them to remain cognizant of their re-
sponsibility, to think in all categories, and to con-
sider the consequences.
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B A C K G R O U N D 
A N D  C O N T E X T

ARTIFICIAL INTELLIGENCE (AI)

Artificial intelligence cannot be avoided. It ap-
pears to be the latest trend, although the idea of 
artificially imitating human abilities is hundreds 
of years old. Already in ancient times, in Greek 
and Egyptian myths, they fantasized and spec-
ulated on mechanical and artificial beings. The 
Dartmouth Conference in 1956 marked the offi-
cial birth of artificial intelligence as a discipline. 
At the end of the 1950s, important programming 
languages such as FORTRAN, COBOL, or Lisp 
emerged, which contribute significantly to the 
development of artificial intelligence.

With the combination of the worldwide net-
working of man and machine, the exponential 
growth in computational power, and the stor-
age and processing of vast amounts of data, the 
21st century is revolutionizing this technological 
achievement. 

Artificial intelligence is a complex subject 
and, therefore, there are many definitions. Below 
are two simple definitions:

The theory and development of computer 
systems able to perform tasks normally re-
quiring human intelligence, such as visual 
perception, speech recognition, decision 
making, and translation between languages 
(Google, 2020).

Artificial intelligence is software or a com-
puter program with a mechanism to learn. 
It then uses that knowledge to make a deci-
sion in a new situation, as humans do. The 
researchers building this software try to 
write code that can read images, text, video, 
or audio, and learn something from it. Once 
a machine has learned, that knowledge can 
be put to use elsewhere (Dave Gershgorn, 
2017).

In recent years, AI has become increasingly 
integrated into our everyday life. We already use 
artificial intelligence every day without being 
aware of it, although the increasingly complex 
algorithms influence our lives more than ever. 
This technological progress probably presents 
us with historically unprecedented ethical chal-
lenges. Society should consider the relationship 
with intelligent systems to question the impli-
cations, opportunities, and risks behind them 

and, therefore, it is important to understand the 
different concepts of AI to ensure that artificial 
intelligence serves everyone and not just a few.

AI technologies are now beginning to of-
fer the ability to see (computer vision), hear 
(speech recognition), and understand (natu-
ral language processing) more than ever be-
fore. While all three of these sensing capabil-
ities will be important, computer vision may 
be the most significant, as it offers the most 
beneficial use cases for things like self-driv-
ing cars, facial recognition, and powerful ro-
botics (Lasse Rouhiainen, 2018, p. 28).

COMPUTER VISION (CV)

Seeing plays a fundamental role to interact 
effectively and efficiently with the environment. 
Therefore, it is undoubtedly the sense on which 
humans rely most and, therefore, is one of the 
most important senses of man (E.R. Davies, 
2018, p. 1).

Lawrence Gilman Roberts’ 1963 thesis “Ma-
chine Perception of Three-Dimensional Solids” 
is considered the origin of computer vision. His 
research was later expanded by MIT’s MAC pro-
ject. Professor Marvin Minski, one of the found-
ing fathers of the field of artificial intelligence 
and the then director of the MAC project, be-
lieved that computer vision could be solved as 
a summer project of an MIT graduate. He had 
completely underestimated it, and even now, 
various aspects of computer vision are still being 
studied. In the 1970s, David Marr, an MIT neuro-
scientist, based his work on a study of the cer-
ebellum, hippocampus, and human perception 
cortex, and laid the building blocks for modern 
computer vision and is, therefore, considered 
the father of modern computer vision. In summa-
ry: To a certain extent, computer vision functions 
in a similar way to human vision. Therefore, hu-
man vision is considered a source of inspiration. 

Computer vision is a field of artificial intelli-
gence (AI) that enables computers and sys-
tems to derive meaningful information from 
digital images, videos, and other visual inputs 
— and take actions or make recommenda-
tions based on that information (IBM, 2020).

Computer vision is a branch of artificial intel-
ligence that enables computers to interpret and 
comprehend the visual world. Computer vision 
has long been an integral part of our everyday 
life and is behind many seemingly banal tech-
nical applications. It can be found, for example, 
in barcode scanners at supermarket checkouts, 
in military combat vehicles, surveillance camer-
as, self-driving cars, our smartphones that are 
equipped with biometric identity authentication 
features, in photo and video cameras, and even 
in our printers to prevent the counterfeiting of 
banknotes.

Recent advances in the field of computer vi-
sion are leading to novel and radical changes 
in the way we interact with computers. It will 
soon be possible to enable a computer linked 
to a video camera to detect the presence of 
users, track faces, arms and hands in real 
time, and analyse expressions and gestures 
(Cambridge University Press, 1998).

This prognosis has been confirmed during 
the last 20 years, and this progress will continue 
to advance, further changing the way we inter-
act with computers with human-like visual ca-
pabilities. The accuracy of computer vision has 
improved considerably in recent years so that 
they can see and interpret with ever-increasing 
precision, and in some areas, they already out-
perform humans.

MACHINE LEARNING (ML) AND DEEP LEARNING (DL)

Learning is something quite natural for hu-
mans and is far more than just being depend-
ent on data. We have an innate intuition that is 
passed on generationally through DNA. The way 
humans see things is different from the way a 
computer sees things. Both have their advantag-
es and disadvantages depending on the field of 
application. Moreover, merging the two “views” 
could be the key to new applications, taking vi-
sion (input) and decision (output) to a new level, 
which might be beyond our imagination.

To understand the difference between ma-
chine learning and deep learning, it is crucial to 
know that deep learning is a subset of machine 
learning, which in turn is a subset of artificial in-
telligence (Grossfeld, 2020).
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Machine learning uses algorithms to analyze 
data, learn from that data, and make informed 
decisions based on the learned data (Velykholo-
va, 2018). In deep learning, which began to take 
off in 2012, algorithms are structured in layers to 
create an artificial neural network (ANN) that can 
learn and make autonomous decisions without 
human intervention. The design of an artificial 
neural network is inspired by the biological neu-
ral network of the human brain and leads signif-
icant gains in performance and accuracy com-
pared to machine learning (Grossfeld, 2020).

If you want to teach a [deep] neural network 
to recognize a cat, for instance, you don’t tell 
it to look for whiskers, ears, fur, and eyes. You 
simply show it thousands and thousands of 
photos of cats, and eventually, it works things 
out. If it keeps misclassifying foxes as cats, 
you don’t rewrite the code. You just keep 
coaching it (Wired, 2016).

As a result, the deep learning method is rath-
er “data-hungry”. It needs vast amounts of data 
for training and a significant amount of compu-
tational power. Therefore, data is considered 
the fuel of the future (Grossfeld, 2020). Massive 
amounts of data are being produced today and 
according to the futurist and computer research-
er and pioneer of optical character recognition 
(OCR) Ray Kurzweil, $1000 worth of computa-
tional power will be the equivalent of a human 
brain in this decade. Year by year, the computa-
tional power increases exponentially.

Despite all the fascinating developments, 
the field of computer vision should specifically 
address the problems currently associated with 
it, such as bias, risk unawareness, and lack of 
explainability. Since each of us is unconsciously 
confronted with this technology daily, it is neces-
sary to understand it at a certain level.

Figure 1. artificial intelligence, machine learning and deep learning 
(Source: Own representation based on Nadja Berchane, 2020)

ARTIFICIAL INTELLIGENCE (AI)

MACHINE LEARNING (ML)

DEEP LEARNING (DL)
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M E T H O D O L O G I E S MEDIA

To familiarize myself with artificial intelli-
gence in a future scenario, I watched various 
films (Her, Blade Runner, Ex Machina, 2001: A 
Space Odyssey, Bicentennial Man, Tron, and 
The Imitation Game) during the spring holidays 
to ascertain the opportunities and risks of the 
rapid development of AI in a different way. I also 
played the interactive film Detroit: Become Hu-
man, in which human-like androids develop ir-
rational behaviour and begin to question them-
selves. However, during the initial phase and 
through discussions, I realized that a possible 
and too speculative problem that lies in the dis-
tant future is quite elusive for people. Therefore, 
after the first mentoring, I decided to define the 
direction and the research question in a clearer 
and more contemporary way so that my project 
is immediately accessible to the masses. The 
term computer vision helped me to do this be-
cause we are exposed to this technology every 
day and even use it actively ourselves to some 
extent without being aware of it.

This kind of research should not be underes-
timated or devaluated, as it can inspire while of-
fering insight into the topic: Experiencing ideas 
and possible situations visually and understand-
ing them on a different level. Therefore, I will 
watch some explanatory videos on the topic of 
computer vision as well as recommended doc-
umentation regarding the impact in our society.

INTERVIEWS AND TALKS

Regarding the chosen methodology, I talked 
to several people during the concept seminar 
about their relationship with their computer. 
Since we are surrounded by computer systems 
in daily life and currently live in the “Big Data 
Era”, and since artificial intelligence is one of the 
fastest developing areas of human technology, 
my research must determine how experts and 
non-experts (users) perceive the situation, espe-
cially in the field of computer vision.

LITERATURE

To explore computer vision in detail, I have 
compiled a list of literature so that I can form a 
deeper understanding. It covers the following 
areas while focusing on computer vision: hu-
man-machine interaction, fundamentals, algo-
rithms, applications, techniques, and learning 
methods. During the process, certain books 
were also recommended, in that the technology 
was more society-oriented rather than technical 
(see Books on page 88 ).

EXPERIMENTS AND PROTOTYPES

In the initial phase, I wanted to investigate 
the relationship between man and machine 
with small experiments. My research question 
was not concrete at that time, but I attempted to 
narrow down the subject by quick experiments. 
With the help of discussions and feedback, I 
could analyze the results to question them. They 
also provided visual support to explain and de-
fine the goal of my work so that it could be more 
specific, socially relevant, and contemporary 
(see Experiments on page 52).

After defining the final research question, 
I continue to use various prototypes and inter-
ventions to find ways to sensitize people to the 
current topic of facial biometric data. I would 
like to offer them the opportunity to understand 
and reflect on the facial recognition technology 
provocatively and experientially. I will investigate 
these prototypes during the concept and project 
development phase with people, and then build 
upon them (see Prototypes on page 56).
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Figure 2. What makes a good research question? (Source: Own rep-
resentation based on Chad Flinn, 2018)

R E S E A R C H 
Q U E S T I O N

ARTIFICIAL INTELLIGENCE (AI)

COMPUTER VISION (CV)

FACIAL RECOGNITION TECHNOLOGY (FRT)

HOW CAN I CONVEY THE 
IMPLICATIONS OF

BIOMETRIC FACIAL DATA 
TO A WIDER AUDIENCE 
IN A PROVOCATIVE,

 PLAYFUL, AND 
ACCESSIBLE 

WAY
?

TOPIC

NARROWER

FOCUS

RESEARCH QUESTION

How can I convey the implications of biome-
tric facial data to a wider audience in a provoca-
tive, playful, and accessible way?

II R E S E A R C H  F I E L D R E S E A R C H  F I E L D
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Fei-Fei Li, a well-known personality in the 
field of computer vision, states the following: 
“If we want machines to think, we have to teach 
them to see”. This was so inspiring and I want-
ed to address this unusual topic. Computer vi-
sion-based technologies are an integral part 
of daily life and have been widely adopted over 
recent years without us being aware of their 
presence. Facial recognition technology is one 
of the most controversial computer vision-based 
technologies that I feel committed to exploring 
during my bachelor thesis.

My motivation for my bachelor thesis work is 
to find out how I can entrust a broad mass with 
this steady growing technology without over-
taxing them, for instance, with mathematical 
formulas. I want to pursue this goal because, 
in recent years, many commercial applications 
have begun to use face recognition technology, 
especially since the increasingly high-resolution 
cameras are present in practically every device.

Such achievements raise ethical questions 
and relationships of such systems. Therefore, 
society should be informed about the implica-
tions, opportunities, and risks in order to under-
stand the concept or view of facial recognition 
technology, for example, to critically question a 
possible scenario of the abuse of this unknown 
power by companies and governments on a high 
level due to the lack of awareness and under-
standing.

Just as you can learn nothing about how the 
actual restaurant works by taking apart the 
drive-thru’s microphone box, the pixels on a 
computer screen don’t tell us anything about 
the computational machine that it is con-
nected to. Contrast that with cracking open 
the hardware you’re running that app on—al-
though its internals would be a bit confusing, 
you would still find the screen, the battery 
or power supply, and a few other recogniz-
able parts. That’s because when it comes to 
something that exists in the physical world, 
you can touch and understand it, to a degree, 
when you crack it open. Machines in the real 
world are made up of wires, gears, and hoses 
that kind of make sense, whereas machines 
in the digital world are made up of “bits” or 
“zeroes and ones,” which are completely in-
visible (John Maeda, 2019, p. 17).

As an interaction design student, I have the 
opportunity to combine an intangible technolo-
gy into tangible experiences, to make the invisi-
ble visible. I also want to take the opportunity to 
make this complex technology more accessible 
to everyone by interacting with it on an experien-
tial level. My challenge is, therefore, to create a 
level of empathy and understanding that is effec-
tive and provocative but playful at the same time.

“I hear and I forget. I see and I remember. I do 
and I understand” (Confucius, 551 BC - 479 BC).

I am hoping that it will help to create new 
relationships, openings, and connections espe-
cially for people who are not specialists in this 
field, so that they can critically evaluate facial 
recognition technology inherent in the growing 
number of commercial applications.

M O T I V A T I O N 
A N D  I N T E N D E D 
C O N T R I B U T I O N

II R E S E A R C H  F I E L D R E S E A R C H  F I E L D
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FACIAL RECOGNITION TECHNOLOGY (FRT)

The face is a crucial part of the human ex-
perience. Our face is fundamental to the human 
ability to recognize a person as well as to com-
municate. It is the most vital form of identifica-
tion, more so than our signature, fingerprint, or 
our voice.

While living beings can recognize and assign 
faces, non-living constructs can do the same 
– on an increasingly accurate level because of 
technological progress. A face contains much 
information that is unique to an individual and, 
therefore, we consider the application of fa-
cial recognition very personal. Facial recogni-
tion technology is considered by Techopedia 
as, “a biometric software application capable 
of uniquely identifying or verifying a person by 
comparing and analyzing patterns based on the 
person’s facial contours.”

A common definition of a biometric is an 
“automatically measurable, robust, and distinc-
tive physical characteristic or personal trait that 
can be used to identify an individual or verify the 
claimed identity of an individual“ (Woodward et 
al. 2003: 1). Therefore, facial recognition is one 
of many known biometric data types, such as 
iris recognition, fingerprint recognition, voice 
recognition, and, more recently, behavioural rec-
ognition.

Throughout the biometrics field, several 
terms are used interchangeably, especially con-
cerning facial recognition and detection. While 
the terms may seem similar, there are some 
major variations, and it is important to consider 
these differences because they influence the 
use and application of these terms. Although the 
two are inseparable, there are some significant 
differences. The main difference is that face de-
tection refers to a system that detects the pres-
ence of a face. Facial recognition also can rec-
ognize and identify the detected face based on a 
match stored in a database.

There are various face recognition tech-
niques. However, the most common face recog-
nition systems are based on the multiple nodes 
on a human face, which measure the values 
against the associated variables (Techopedia, 
2020). However, the general functioning remains 
similar. With this technique, it is, therefore, pos-
sible to efficiently and accurately capture facial 
data and to identify the target person.

F I E L D  R E S E A R C H

Figure 3. How Facial Recognition Technology Systems Generally 
Work (Source: Own representation based on GAO-15-621, 2015)

FACIAL DETECTION

CREATION OF FACEPRINT

FACIAL CLASSIFICATION

ONCE THE FACEPRINT HAS BEEN 
CREATED, THE SYSTEM CAN USE 
ALGORITHMS TO CLASSIFY THE FACE 
INTO ANY NUMBER OF CATEGORIES, 
INCLUDING ESTIMATING THE GENDER 
OR AGE OF THE FACE.

THE SYSTEM CAN USE THE FACIAL 
RECOGNITION ALGORITHM TO COM-
PARE TWO FACEPRINTS AGAINST 
EACH OTHER TO PRODUCE A SINGLE 
SCORE VALUE THAT REPRESENTS THE 
DEGREE OF SIMILARITY BETWEEN 
THE TWO FACES. VERIFICATION 
SYSTEMS COMPARE A PERSON’S 
FACIAL IMAGE TO A STORED FACE-
PRINT FOR THAT PERSON.

IDENTIFICATION SYSTEMS COMPARE 
A PERSON’S FACIAL IMAGE TO A 
DATABASE OF MULTIPLE STORED 
FACEPRINTS.

VERIFICATION IDENTIFICATION
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Generally, a functioning face recognition sys-
tem requires four basic steps. First, a camera de-
tects the face with the help of a face detection 
algorithm. Second, a photo of the face is cap-
tured and analysed by measuring the geometry 
of the face (a certain number of nodal points or 
landmarks). Third, the result is converted into a 
mathematical formula called faceprint (or facial 
biometric data), and at the end, it is compared to 
a database of stored faceprints, which then usu-
ally returns with attached pieces of information.

Many applications are already in use and 
influence our daily life without us knowing. We 
unlock our devices with our face as a password 
substitute, at the airport border control the face 
is automatically compared with the passport, 
and security in public places is increasing at the 
expense of personal privacy. However, these are 
not the only applications that are already in use. 
Many other new applications will emerge and 
change the world and the way we interact with it. 

The popularity of this technology can be at-
tributed to its convenience and efficiency as it 
is passive and non-intrusive. In other words, the 
analysis and evaluation of the face take place 
without any direct intended interaction with the 
person. Therefore, in the age of digitalization 
and globalization, it serves as a new form of 
knowledge and power that should not be under-
estimated or even ignored. Therefore, it should 
be ensured that this technology is used respon-
sibly and appropriately to minimise the trade-
offs and costs.

Due to the increasing adoption of facial rec-
ognition, especially in commercial applications, 
concerns have been raised about security, pri-
vacy, misuse, and errors. Users may give away 
more than they intend or, in the worst case, are 
not even aware that their facial biometric data 
is processed without their consent. Questions 
arise such as the following: Where is facial biom-
etric data stored? Who can access it? What it is 
used for?

Facial recognition technology brings with it 
security and privacy issues. Government agen-
cies and corporations could monitor and evalu-
ate an individual, which removes an individual’s 
anonymity. The technology could also lead to 
stalking or harassment if, for example, a private 
individual collects and uses facial data to find 
out who the person is. A kind of “Shazam” for 
faces instead of music, which could work with 

Facebook, for example, or dating platforms to 
gather information about the victim. Therefore, 
one’s facial data could be collected and stored 
without any consent or knowledge, by virtually 
anyone with prior knowledge in the field, using 
open-source computer vision libraries. 

Moreover, this offers new ways for criminals 
to access and steal the stored data to misuse or 
sell it. The prevalence of facial recognition tech-
nology is creating new incentives with harmful 
intentions and, therefore, dangers. 

Furthermore, the accumulation of data 
breaches often ends up in the public domain. 
This proves that databases can be vulnerable 
and, therefore, never ensure full protection. A 
massive breach was reported on 26 February 
2020 by the controversial facial recognition com-
pany Clearview AI. They claimed that the entire 
customer list, many of which were law enforce-
ment agencies, had been stolen. Clearview AI 
has a database of over three billion photos from 
popular social media networks such as Face-
book, Twitter, YouTube, Venmo, and LinkedIn. 

You are the owner of your face. The image 
or the facial data, in turn, this property right is 
abandoned when facial recognition is used con-
sciously or unconsciously. As there is a growing 
trend in the consumer sector to unlock personal 
devices using biometric technology, making tra-
ditional passwords obsolete, it can be conclud-
ed that facial data is more vulnerable. You can 
change a stolen password anytime and several 
times, but not something that is yourself. It is 
quite paradoxical to protect personal data with 
an even more personal format.

Mistakes in identification occur in practice, 
for example, due to poor lighting conditions or 
image quality, which leads to incorrect match-
ing of the face with the database, resulting in 
mistaken identity. It can be concluded that this 
also does not provide fully accurate results and 
can lead to bias. A mismatch in face recognition 
can even ruin a life, which Steve Talley from Den-
ver, Colorado experienced first-hand. He was 
charged with a bank robbery he did not commit 
because his facial data matched the suspect on 
the security camera footage.

Obviously, as with any other technology, 
there are also opportunities, but according to my 
research thus far, the risks outweigh the bene-
fits.

KÜNSTLICHE INTELLIGENZ: PERSPEKTIVEN UND VISIONEN

[Translation by the author: Artificial Intelli-
gence: Perspectives and Visions] The renowned 
German physicist and science journalist Ranga 
Yogeshwar held a talk on artificial intelligence 
on 3 March 2020 as part of the Tuesday evening 
lecture series of the Department of Industrial 
Design at the Zurich University of the Arts.

He asks and answers the most important 
questions around this topic and shows what will 
change and what will remain a pure utopia. He 
pointed out several times that we are undergo-
ing a profound change because of the progress 
of artificial intelligence, which will fundamentally 
change our everyday life. All areas will be affect-
ed, such as medicine, work, mobility, economy, 
and communication.

In one example, Yogeshwar mentioned a stu-
dent from Stanford University, who has the po-
tential to replace an entire guild of radiologists 
who have studied for decades. With the help of 
machine learning and artificial neural networks, 
the student has been able to detect tuberculosis 
in X-rays with a very high degree of accuracy and 
speed. Since X-rays are data, just like normal im-
ages, he mentioned that it could be adapted to 
any application, such as facial recognition tech-
nologies, for example, to ascertain a person’s 
identity.

Another example mentioned by Yogeshwar 
entails the help of an acceleration sensor in the 
common smartphone models, which can detect 
and process, with mathematical precision, a per-
son’s precise movements while walking. Slight, 
characteristic irregularities could indicate that a 
person is suffering from an early stage of Parkin-
son’s disease. According to Yogeshwar, we are 
entering a world where we have to understand 
that data is different from what politicians think 
it is. It is much more complex than assumed. We 
are completely naive in our society, because we 
do not understand it or because we lack knowl-
edge and awareness. From his perspective, it 
is not just about addresses or geodata, but it 
is about far more of what happens behind the 
scenes, without any notion from the user.

At the end of the presentation, he mentioned 
that we are moving into very exciting times be-
cause we are the first generation in the history 
of humankind that is able to change the world 
through innovation. Therefore, we can predefine 

something in terms of design but we should al-
ways bear the responsibility and impact in mind 
and think in all categories.

NEURONALE NETZE UND DAS BLACK BOX PROBLEM

[Translation by the author: Neural Networks 
and the Black Box Problem] On 26 March 2020, 
the ai-Zurich conference on artificial intelligence 
in business took place in a live stream. The talk 
by Dr Marcel Blattner drew my attention and I 
was able to follow his talk live online.

Dr Marcel Blattner studied physics and math-
ematics at the University of Zurich. As a chief 
data scientist at Tamedia AG, he is responsi-
ble for the development and implementation of 
complex data analyses that generate direct ben-
efits for all stakeholders.

At the beginning of the presentation, he ad-
dressed the neural networks that have repeat-
edly led to breakthroughs in computer vision or 
speech processing in recent years. He highlights 
the problems of the connectionist approaches, 
as it does not understand the network and exact-
ly how a particular decision is made. Therefore, 
it is mostly not interpretable by humans because 
the rules are based on abstractions created by 
machines. Unlike systems where the questions 
and answers are hardcoded, one understands 
how and why the network reacts to a given input.

He uses the car brake as an example: While 
he does not understand exactly how the me-
chanical process works, experts in this field do. 
He says that the disinterest of this black box 
arises because we assume that the institutions 
or people make the necessary checks to en-
sure that these systems function correctly. We 
trust that the manufacturers or the developers 
of these systems ensure that they do what they 
are made for and do it with care. Therefore, it is 
important not to blindly trust an AI system, be-
cause it is still not understood exactly how and 
what kind of concepts such systems learn.

Blattner also showed a very interesting ex-
ample of a common object classifier, where a 
strange picture can confuse and lead to a com-
pletely incorrect classification. He claims that it 
is possible to systematically deceive such sys-
tems and lead them to produce false results. I 
realize at this point how fatal and dangerous it 
could be, depending on the application. One 

C O N C E P TC O N C E P T I II I



30 31

should, therefore, not blindly trust a system, es-
pecially not if the functioning and the effects, are 
not well understood.

SURVEY

To obtain information in the field of computer 
vision, I applied the survey method as primary re-
search and then evaluated the available data in 
the secondary research to gain decisive insights 
into the field.

To better assess the preference and exper-
tise in this area, I surveyed with Pollfish, an on-
line survey platform, with exactly 100 people in 
all age groups from 14 years and older. The pro-
portion of men was 60% and women 40%. This 
allowed me to quickly obtain data from a broad 
audience in Switzerland. 

To distinguish between experts and non-ex-
perts, I included a little logic in this survey to de-
termine the way in which they would like to learn 
more about this technology. Of the 100 partici-
pants, 10% were experts and 90% non-experts. 
Of the eight total questions, the sixth and sev-
enth questions were the most decisive. 

The majority of the experts prefer to acquire 
more information in an interactive, explorative, 
experimental, playful way. The minority prefer a 
traditional informative way, including text, graph-
ics, or animations. The non-experts preferred to 
deal with the topic in a combined (informative 
and interactive) way.

From this statement, I, therefore, decided 
to consider both in my work and to convey the 
technology of computer vision in the following 
manner: 3/4 interactively and 1/4 informatively.

Questions:
Q1: How well do you know about artificial in
telligence (AI)?
Q2: Have you ever heard of computer vision 
(CV)?
Q3: Do you know how computer vision works?
Q4: What do you imagine by this term?
Q5: How did you acquire the knowledge?
Q6: In what way would you like to learn more 
about computer vision?
Q7: In which way would you like to learn more 
about computer vision?
Q8: At what level do you think it should be 
taught?

Figure 4. Survey Decision Tree (Source: Own representation)
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CHAOS COMPUTER CLUB ZÜRICH (CCCZH)

The Chaos Computer Club Zurich (CCCZH) 
is a community where fun with computer devic-
es play an important role without losing sight of 
the social aspect. It especially pays attention to 
the social effects of new technologies and aims 
to identify and critically evaluate tendencies by 
gathering experience at an early stage. They are 
interested in addressing the lack of transparen-
cy and limiting factors of computer devices, for 
example, to determine ourselves which data we 
wish to share and which we wish to access free-
ly.

I originally planned to participate in a public 
Chaostreff, which takes place every Wednesday 
from 19:00 in the Hackerspace in the Zentral-
wäscherei Zurich. However, due to the current 
COVID-19 pandemic, it was not possible. For an 
alternative and uncomplicated contact, I used 
the internet relay chat (IRC) to spontaneously 
receive their thoughts about the development of 
biometric facial data. I also wanted to hear about 
the implications, opportunities, and risks of fa-
cial recognition technology.

A member named Cmdr_Zod answered my 
open questions and provided many valuable in-
puts. His real name is Peter Rohrer. He mentioned 
that one of the problems that technology has in 
common with fingerprints is the uniqueness of 
one’s face. The problems are not identical. In the 
case of fingerprinting, there is a risk that some-
one might steal someone else’s fingerprint and 
then breach insecure access systems. With fa-
cial recognition, the technology determines how 
well it is protected. In the past, a printed photo 
was sometimes enough. From his point of view, 
the recognisability is more problematic. Once 
someone has collected facial data on a large 
scale, it is possible to use this for tracking, which 
is difficult to resist if the cameras and the tech-
nology used to work reliably enough.

He also stated that it is exciting to see, from 
a legal point of view, the security of the proceed-
ings. If an account is password-protected, and it 
is misused, then the user is accused of using a 
weak password or giving the password away.

I asked him casually which commercial ap-
plication he thought was a risk in terms of facial 
data. Unfortunately, he did not know the market 
but he stated that charlatanism was widespread, 
such as automated partner selection based on 

biometric data, or fortune telling. He always re-
gards it as dangerous when the data is evaluated 
without knowing how it is done and without be-
ing able to defend against the result. Many appli-
cations are, therefore, conceivable, even those 
that do not yet exist. He offered an example of 
Swisspass in a future scenario for automatic 
train travel, in which you no longer have to buy 
a ticket at a ticket machine or on a smartphone, 
as the cameras in the means of transport would 
be able to record when a passenger gets on and 
off the train. However, he describes a possible 
problem in obtaining facial data, which is simi-
lar to obtaining fingerprints. An attacker can use 
this to simulate the presence of another person 
in relation to another system.

Conclusively, he described his criteria as fol-
lows: 1. there is little transparency, 2. no possibil-
ity of objection arises, and 3. the life of individu-
als is influenced in a relevant way.

Figure 5. IRC Chat Window (Source: Own representation)
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CUBERA SOLUTIONS GMBH

To understand the perspective of pioneers 
that develop applications with face recognition 
technologies, I approached the company Cu-
bera Solutions GmbH. The Swiss company rec-
ognized the potential of digital face recognition 
and, in 2017, launched its face recognition soft-
ware called «Who is it?». 

They also received an international media 
response with their innovative face recognition 
software on Microsoft HoloLens mixed-reali-
ty glasses. «Who is it?» recognizes previously 
saved faces in real-time and shows the wearer 
of the glasses all data known about the person. 
I would have had the possibility to test this per-
sonally, but due to the COVID-19 pandemic, it 
was unfortunately not possible.

According to Dominik Brumm (Head of De-
velopment), the benefits of this technology are 
far reaching and can be used in many different 
ways. For example, customers can benefit from 
a personalised service. This was tested in the 
first pilot project with the gastronomy company 
GLÜCK in Meilen to provide a better customer 
experience. The goal is to generate a positive 
experience for people who encounter their ap-
plications. For example, the customer’s name, 
any allergies, the preference of a product can be 
entered and be available to the staff during the 
customer’s next visit. 

At the same time, the social aspects were ad-
dressed. Society often views the technology in a 
negative light, so the café attempted to show the 
visitors a positive aspect of permanent surveil-
lance through this project.

Blattner added that there were, of course, 
other use cases, such as at an event, to identi-
fy the person addressed immediately and then 
exchange business cards digitally. At the same 
time, it is also possible to use it in medical appli-
cations to help people with memory difficulties 
to remember their loved ones. He mentioned 
that the specially developed software could thus 
be implemented in and adapted to practically 
any system. 

The potential is significant and is already 
used by millions of people every day. Since the 
release of the iPhone X, unlocking the smart-
phone with the face has become a daily routine 
for many people. Therefore, social responsibility 
plays a decisive role in the company. Working 

with facial recognition and biometric data, in 
general, is a major responsibility for the compa-
ny. Consequently, they often make a public ap-
pearance with «Who is it?» to raise awareness 
among consumers and decision-makers in com-
panies. It is important to them that their tech-
nology is used in a responsible and data protec-
tion-friendly manner and that all personal rights 
of all those involved are respected.

It is encouraging to see that the company 
also considers the social aspects and closely 
examines the use of its face recognition tech-
nology. Nevertheless, consumers should be in-
formed and have the right to refuse or agree to 
have their face features evaluated.

MEGAPIXELS

MegaPixels is an independent art and study 
publication that explores the ethics, origins, and 
personal privacy implications of facial recogni-
tion image-training datasets and their function 
in the advancement of biometric surveillance 
technologies. It aims to provide a critical per-
spective on machine image-training data sets 
that are often used without the explicit consent 
of the person they depict.

The creators, Adam Harvey and Jules LaP-
lace, launched this project in London in 2017 in 
collaboration with Tactical Technology Collec-
tive for The Glass Room exhibition.

Using facial recognition technology, the in-
stallation attempts to identify the user’s identity 
in real-time within the largest publicly available 
facial recognition data set, known as MegaFace.

The five best matches are displayed on a 
screen with the purported confidence scores. If 
a similar face is found, a button lights up and you 
can print a summary of the result using a thermal 
printer based on information.

The visitors are not aware that they might 
be themselves in this dataset. The MegaFace 
dataset contains approximately 672’000 identi-
ties among these 4.2 million photos, which were 
obtained from the photo-sharing platform Flickr 
without any permission. Of the approximately 
15’000 visitors, two people were found in this 
database without knowing that it existed.

Currently, MegaFace is used in academic, 
commercial, military, and government appli-
cations around the world to train and evaluate 
state-of-the-art face recognition algorithms. 
There you immediately ask the question of how 
you would react if your face, the face of a friend, 
or your child were used for the development of 
autonomous weapons – what objections would 
you have? Or how would you even find out if you 
are in this database?

This ongoing project has deeply inspired me 
because it allows me to investigate, experiential-
ly, the database that has been used to train face 
recognition algorithms without the consent of 
individuals. I identified a strong correlation to my 
aims. Similar to this project, I am attempting to 
make these critical sets of faces accessible and 
experiential to a broad audience in a provocative 
way, thereby exploring and questioning the ethi-
cal implications to stimulate discussion.

R E L A T E D 
P R O J E C T S
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HAVE I BEEN PWNED? (HIBP)

In 2013, IT Security expert Troy Hunt creat-
ed “Have I Been Pwned?”. This website enables 
internet users to check whether data breaches 
have compromised their accounts. The service 
gathers and analyses hundreds of database 
dumps and pastes that contain information 
about billions of leaked accounts, and it enables 
users to search for their information by entering 
their username (usually their email address) or 
password. The platform has been widely regard-
ed as a valuable tool for internet users who want 
to preserve their privacy and security, and this 
service is now used by Mozilla (Firefox Monitor) 
and the password manager 1Password to warn 
users if their login details have been compro-
mised.

This website fascinated me mainly by its 
functionality, as I know how it feels to be a victim 
of a data breach and even to lose access to my 
account. Despite the numerous security precau-
tions often the operator does not store the login 
data securely enough.

The user has to regain control over his data. 
All kinds of data can be valuable in some way 
because they can be sold profitably on the dark 
web.

However, I can change my mail address or my 
password at any time. With stolen biometric face 
data, the situation is different. If you lose them, 
you also lose a unique and personal data, which 
cannot be changed anymore. You can change 
something you know, but not something you are. 
This observation could be taken into account in 
my project, to highlight the problem.

URME

URME is an artist-driven and non-profit inter-
vention that aims to protect the public from fa-
cial recognition surveillance systems by creating 
anti-surveillance devices. The artist and founder 
Leo Selvaggio considers identity in today’s world 
to be highly manipulable, editable, and corrupti-
ble data. In 2013, he launched the URME Surveil-
lance campaign on the crowdfunding platform, 
Indiegogo, using his own identity on devices as 
a decoy to fool the facial recognition systems in 
the public.

URME Surveillance currently consists of 

three primary devices. The first is the URME 
Prosthetic, which is a photorealistic 3-D printed 
mask of the artist’s face. The second is an eco-
nomical alternative for groups of activists named 
URME Paper Mask, and finally the URME Facial 
Video Encryptor, a specially developed software 
that encrypts the user’s face by digitally replac-
ing it with Leo Selvaggio’s face.

When people use these anti-surveillance de-
vices, camera systems equipped with facial rec-
ognition software identify the user as Leo Sel-
vaggio. In this way, the wearers of these devices 
protect their own identity by exercising their per-
sona in the monitored areas. 

I view this as a courageous and successful 
approach to “sacrifice” one’s own face to protect 
the faces of others against these widely used fa-
cial recognition technology.

This movement against surveillance fasci-
nates me, as these devices are used to trick oth-
er devices in return. This is also an interesting 
way of exposing the risks of biometric facial data 
and making them accessible to a wider audience 
in a critical way.

CV DAZZLE

CV Dazzle by Adam Harvey, similar to URME, 
is a response to the increasing surveillance of 
society. He explores how makeup and hairstyl-
ing can be used to dazzle facial detection and 
recognition systems by altering the contrast and 
spatial relationship of key facial features. The 
name comes from a type of World War I marine 
camouflage called Dazzle, which used cubist-in-
spired designs to break the visual continuity of 
a battleship to conceal its orientation and size 
(Harvey, n.d.).

It is remarkable how an old design pattern 
from the WWI era has been revived to avoid de-
tection by current computer vision technologies 
and how these facial detection algorithms can 
be dazzled with simple methods. Therefore, the 
simplest implementations of ideas are often the 
most comprehensible. This is something I keep 
in mind.

GOOGLE ARTS & CULTURE APP

In 2018, hype emerged about the app from 
Google called Arts & Culture because of the Art 
Selfie function that allows you to discover art 
playfully. As soon as you take a selfie with the 
app, it creates a faceprint using facial recogni-
tion technology. Each selfie you upload is com-
pared to the database of available artwork to find 
the doppelgänger.

This means that to find an art twin with “Art 
Selfie”, a portrait photo must be uploaded to 
Google’s server each time. This has been criti-
cized because these selfies could use Google to 
train its recognition algorithms.

Google’s terms of service (January 22, 2019)
state the following:

When you upload, submit, store, send or re-
ceive content to or through our Services, 
you give Google (and those we work with) a 
worldwide license to use, host, store, repro-
duce, modify, create derivative works (such 
as those resulting from translations, adap-
tations or other changes we make so that 
your content works better with our Servic-
es), communicate, publish, publicly perform, 
publicly display and distribute such content. 
The rights you grant in this license are for the 
limited purpose of operating, promoting, and 
improving our Services, and to develop new 
ones. This license continues even if you stop 
using our Services.

This is critical and the users of such apps are 
not adequately informed about what happens 
to their faceprints. I attempt to investigate this 
problem further in my project.

ZOOM PAVILION

Zoom Pavilion is a panoptic audio-visual in-
stallation from the artists Rafael Lozano-Hem-
mer and Krzysztof Wodiczko that was exhibited 
firstly in 2015.

It features 12 computerized surveillance 
cameras trained on the public with an immersive 
projection mapping in a room that visualises this 
ubiquitous predatory technology of tracking and 
control. Face recognition algorithms are used to 
detect and record each person’s presence with-

in the exhibition space. This should make the 
data-gathering mechanisms accessible to the 
audience in a playful way. 

The installation does not attempt to identify 
individual persons, but rather monitors and re-
cords assemblies of people, as proximity is con-
sidered suspicious, thus allowing potentially se-
cret and dangerous communication. Therefore, 
the state of the camera movements is fluid and 
constantly zooms in on various groups of people.

Because of this work, I think invisible surveil-
lance technology is being made visible. Many of 
us already know that this technology exists and 
is being used, but I believe by experiencing such 
technology, opens up new ways of questioning 
this development and its power more critically. 
I do believe with this piece of work the technol-
ogy loses some of its power, and we gain that 
power ourselves. I am convinced this interactive 
installation has shifted the balance of power of 
knowledge in the eyes of the people. Facing the 
power of these systems can have a significant ef-
fect and with my work, I attempt to address this 
approach.
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Based on the research part I analysed differ-
ent applications in the field of computer vision. 
I divided the applications into two main cate-
gories: commercial applications and industri-
al, advanced applications. I noticed that facial 
recognition technology is actively and passively 
represented in almost all applications of com-
puter vision. This surprised me personally that 
the use of this technology is not limited to just 
unlocking a personal device or the use of surveil-
lance cameras. I was astonished that in further 
research and discussions with experts I came 
across numerous areas of application of facial 
recognition technologies, including those that 
are conceivable in the near future.

This led me to examine the disadvantages, 
problems, risks, advantages, and opportunities. 
As a result, I was able to conclude that the risks 
outweigh the opportunities. Furthermore, com-
mercial interest and investment are continuously 
increasing as technology becomes cheaper and 
more accurate. It is also becoming increasingly 
common. In turn, convenience and simplicity are 
seen as beneficial by consumers, as there are 
fewer touchpoints for the same purpose. It im-
proves the user experience and this trend drives 
the mass adoption of face recognition in com-
mercial applications.

Due to the poor and incomplete regulations 
regarding the use and processing of biometric 
facial data, the regulatory authorities are not 
catching up fast enough. As a result, there is no 
uniform framework for their use and their limits. 
Some private individuals and smaller companies 
take advantage of the situation to obtain these 
facial data in secrecy, both legally and illegally, 
to generate high profits.

A photo of a person is no longer just a photo. 
It is a defining feature of an identity that could 
be used, shared, or sold in ways that consumers 
do not understand, anticipate, or consent to. In 
serious cases, it can be used to train ethically 
questionable technologies. Once the biometric 
data is compromised, it affects all applications at 
once for the rest of the person’s life.

Therefore, my goal is to communicate the 
vulnerability of biometric facial data to a broader 
audience to deal with the topic experientially. In 
this way, I attempt to create awareness and stim-
ulate discussion and scepticism about the legal 
position of facial recognition technologies at the 
current state. As with fingerprints or ID cards, 

they cannot simply be collected and disseminat-
ed by anyone. This should also apply to biomet-
ric facial data.

Many applications often attract consumers 
with free services to get their facial data in a le-
gal and “cheap” way. The privacy statements are 
usually written in such an encrypted way that it 
is not understandable for laypersons and so that 
it does not sound negative, to avoid deterring 
consumers if they do read it. This gives compa-
nies and individuals the power to do whatever 
they want with these facial data.

The problem with this kind of personal data 
is that it is an abstract and intangible construct, 
in that it is very difficult to understand what ex-
actly happens to this data. Several approaches 
address facial data and its risks. In my work, I 
attempt to make the abstract and complex topic 
tangible, to question the ethical effects of face 
recognition technology on daily life. One un-
derestimates the risks, although there is some 
awareness that personal data are stored and 
used on a large scale in a certain way. My chal-
lenge is to create an effective and provocative 
level that captures the user in this experience, 
thus allowing them to reflect and sharpen their 
awareness. 

Therefore, I could imagine designing a kind 
of interactive and bold prevention platform. A 
critical design approach is also possible, which 
could be much simpler and more impactful. For 
a critical design to be successful, users should 
be able to form their own opinion about the cur-
rent situation and possible future. It would be 
interesting to position them in an ethical-moral 
decision situation, and designing an effective 
measure to counteract this trend and, thereby, 
mitigate harmful consequences or undesirable 
situations.

C O N C E P T 
A N D  A N G L E
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While researching, I noticed that many 
terms in the area of my topic are often used in-
terchangeably. I took note of this, as it is an im-
portant factor to avoid confusion and not to rely 
on false information and then convey it later. Of 
course, I was aware from the beginning that my 
topic is complex and expertise plays a key role. 
Therefore, I spent an enormous amount of time 
to gain a decisive overview of face recognition 
technology, both theoretically and practically. 
This allowed me to acquire basic knowledge, 
and I found that I was able to move more confi-
dently in this topic, which I started to value.

After the second progress session presenta-
tion of my BA thesis, I received feedback stating 
that I should be more specific as it was not yet 
clear in which direction it would exactly go. Fur-
thermore, I should always keep the contribution 
in mind along with my work. 

The initial idea with the first web applica-
tion click dummy prototype (see Prototypes on 
page 56) was to show the user’s side as well as 
the other side, how things happen behind the 
scenes in the many applications. The idea was 
that the user could control an avatar in real-time 
with his or her face and switch to “transparen-
cy mode” with the help of a toggle to convey 
the risks of facial data experientially. During the 
mentoring, it turned out that I should encourage 
the audience to use the avatar more, be more 
captivated by the experience, and be even more 
provocative. 

My next steps are to test ideas using proto-
types with the involvement of people and get 
their opinions so that I can build on them and 
be involved in the design process. Thus, I will 
personally look very closely at the possibility of 
implementation in order not to jeopardise the 
timetable and the criteria. To adapt to the current 
situation (the COVID-19 crisis), I decided to de-
velop a web application. Based my experiences 
during my studies, I was able to apply decisive 
insight. Before I start with the implementation, 
I will create prototypes with the tool Figma and 
have them tested and evaluated by people. This 
also helps the implementation, because, accord-
ing to my experience, it saves me from having to 
do it several times and, therefore, I could remain 
efficient.

F I N D I N G S 
A N D  N E X T  S T E P S
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PRETOTYPE V1

In the BA Thesis concept seminar, we ex-
plored our interest to develop a concept, which 
we had to present it understandably and visually. 
As I was fascinated by some of the topics, I took 
the time to take a closer look at them. I was very 
interested in the interaction between a comput-
er and a human being because I always asked 
myself the question, how the view of a computer 
looks like.

For the pretotype, I quickly and efficient-
ly generated a 3-D rendering with the program 
Blender, which helped me to better visualize the 
immersive virtual environment. It also allowed 
me to explain my first idea to people in a more 
understandable way. The idea was to create a 
virtual environment with a production line and 
objects on it, in which the person wearing the 
VR headset has to process the task by sorting 
out two differently marked objects correctly to 
ensure that the second person on the comput-
er can use it without interference. Furthermore, 
the person in the immersive virtual environment 
could even see its operator in real-time to per-
haps see its reaction based on the decisions and 
actions.

I N I T I A L  I D E A

Figure 6. Pretotype V1 Rendering (Source: Own representation)
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PRETOTYPE V2

After some feedback and iterations from the 
first pretotype, I started to design the immersive 
virtual world with Unity. I wanted to have my ini-
tial idea not only visually in front of me, but also 
to dive into it. What I planned to investigate at 
this point was the interaction between a com-
puter with a mind and its operator. The idea was 
that the person or the “living operating system” 
in the VR environment could help or even annoy 
his operator, for example by panning the menu 
window back and forth or deleting a file without 
being asked. 

I used VR as a medium because it can cre-
ate a level of empathy and understanding that 
is often more effective than any other form of 
communication. The reason for my project was 
that because artificial intelligence is one of the 
fastest developing areas of human technology, it 
is important to understand our relationship with 
it, and it would not hurt to start thinking about 
the possible implications for ourselves and es-
pecially for future generations.

After the first progress session presentation 
and mentoring, however, it turned out that my 
project is very elusive and lies too far in the fu-
ture and, therefore, had a little factual basis.

Figure 7. Pretotype V2 VR (Source: Own representation)
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Therefore, I took a few steps back and came 
across the following quote from Fei-Fei Li, a well-
known person in the field of computer vision: “If 
we want machines to think, we need to teach 
them to see“. Therefore, I invested a great deal of 
time in the topic of computer vision to immerse 
myself in it, which should give me a decisive 
overview. I was interested in virtual reality even 
before I started working on my BA thesis and I 
think it is important to build up not only practi-
cal knowledge but also theoretical knowledge. 
Therefore, computer vision was an ideal topic, 
as it allowed me to gain some additional under-
standing of how modern VR and upcoming AR 
glasses with tracking cameras work, as well as 
other applications that surround us every day.

Through research, conversations with peo-
ple, and experiments, I tried to come across a 
problem that I could use to convey in an experi-
ential, interactive way to a wider audience. Over 
time, I narrowed down the broad theme of com-
puter vision and focused on facial recognition 
technology. It turned out that a certain aware-
ness already exists in this area, but the potential 
risks cannot be assessed at all. This also encour-
aged me to investigate this more closely and I 
was surprised to see how many applications with 
facial recognition technology are already in use. 
Especially the excessive use of our face in more 
and more consumer applications is something 
I have questioned and has opened up my eyes. 
This led me to the biometric facial data, which is 
increasingly being used in the consumer sector.

T O P I C 
D E V E L O P M E N T
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Figure 8. Topic Development Branch (Source: Own representation)
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HUMAN ARRAY EXPERIMENT

During the research and even in the concept 
phase, I had struggled with what to do next. In 
order not to lose myself completely in reading, I 
decided to experiment without much hesitation. 
I asked myself the question of how it would feel, 
as a human, and how the result would look like 
to perform a classical and simple task of a ma-
chine. The task was to interpret and approximate 
an image from the perspective of a machine. 

I attempted to take a very simplified and gray-
scale picture. Converted, it consisted of 12 col-
umns and 16 rows, each with an 8-bit number, 
whose range is from 0 (black) to 255 (white) and, 
therefore, represents the brightness. This result-
ed in 192 input values I filled in the grayscale val-
ues using a pencil and pressure ratio manually 
for each pixel. 

It was surprising to me that I started with the 
lowest number first, instead of the first in the or-
der, as is normally done by a computer. To match 
the grey-scale values, I worked from the inside 
out but had to make many corrections because 
it was often not consistent with the same or the 
nearest number. The result was quite surprising 
and I never thought it would work so well. More-
over, computers can do this within fractions of 
a second compared to the 45 minutes that the 
same task took me to do.

This experience inspired me to convey the 
foundation of computer vision simply. I took the 
so-called MNIST database as an example. It is 
a large database of handwritten numbers from 
zero - 9, which is mentioned and explained in 
several books in the field of computer vision. I 
wanted to bring this to people with little or no 
knowledge by creating an interactive installation.

The idea was to take up the black box prob-
lem and show the users what is happening be-
hind this seemingly simple input and output. 

With the help of feedbacks in the mentoring 
sessions, I decided to focus more specifically on 
an application that might be more interesting for 
an audience. I also decided to keep the technical 
aspect more in the background and put a strong-
er emphasis on the implications of this technol-
ogy. 

E X P E R I M E N T S

Figure 9. Human Array Experiment on Paper in Negative (Source: 
Own representation)
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MR FACE EXPERIMENT

Based on the findings from the earlier exper-
iments, I built a Mixed Reality Face Detection 
Device using Unity including libraries, Android 
mobile phone, and VR Cardboard glasses. With 
this experiment, I tried to take the view of a face 
detection algorithm, that operates in real-time. 
An idea came up that the person with this device 
would be able to train the algorithm in real-time 
by looking at different faces to identify human 
faces around him/her.

The implementation of this experiment took 
quite a long time and was partly overstrained 
due to the libraries and the many compatibility 
conflicts. Furthermore, the COVID-19 pandemic 
was a complicating factor and I had to adapt the 
concept once again so that the audience would 
still have the opportunity to engage with my 
work, even from their home. This required a rap-
id reaction and I rejected the idea and continued 
to work out additional concepts.

Figure 10. MR Face Experiment with VR Cardboard (Source: Own rep-
resentation)
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PROTOTYPE V0

Unlike facial detection, facial recognition ad-
ditionally analyses the unique structure of the 
face and converts it into code and this code is 
called facial biometric data or faceprint and is 
then compared with a database until a match 
is found. The match is often returned with at-
tached information. In my prototype with facial 
recognition, I was able to display the name of the 
person that was recognized, as well as having a 
bounding box around the face. 

I tried out several instructions from books, 
videos, and blogs and, as a beginner, I was often 
overwhelmed, because despite the acquisition 
of knowledge through research in a short time 
window was not enough. Fortunately, I found the 
PyImageSearch community website after some 
time, which allows me to do a small project in 
the field of computer vision and deep learning 
without having to deal with mathematics and 
theory for a decade. From the beginning, it was 
important to me not only to work through a list 
systematically, without knowing why I am doing 
it, but also to determine the reason and thus ac-
quire the knowledge sustainably. 

To get started, the free program library with 
algorithms for image processing and machine 
vision called OpenCV is recommended. The in-
stallation was a challenge because it required 
the terminal. I, therefore, used the pip (Python’s 
package manager) installation method to install 
OpenCV on the system and configured the devel-
opment environment. I also used a client-server 
application called Jupyter because it allowed me 
to run scripts in real time. It is also widely rec-
ommended. 

To interfere with OpenCV’s face detection 
algorithm, as a side experiment I formed some 
shapes with black adhesive tape, which I stuck 
on my face. The inverted T shape on the bridge 
of my nose worked best and it was amazing to 
discover that it also did not work with FaceID on 
the iPhone.

After the second Progress Session presenta-
tion, I received the feedback that I had to be 
more specific, as it was not yet clear in which di-
rection I would go. Furthermore, I should always 
keep the intended contribution in mind.

P R O T O T Y P E S

Figure 11. Prototype V0 for Jamming OpenCV Face Detection Algo-
rithm  (Source: Own representation)
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PROTOTYPE V1

After the feedback from the lecturers, I inves-
tigated the applications in the consumer area 
even more closely. Thus, I discovered interesting 
paragraphs in the privacy policies that shocked 
me and, at the same time, fascinated me be-
cause I saw how cleverly some of the sentences 
were formulated.

We may use and share non-personal infor-
mation (meaning information that, by itself, 
does not identify who you are such as device 
information, general demographics, general 
behavioral data, geolocation in de-identified 
form), as well as personal information in 
hashed, non-human readable form (Tinder, 
2020). 

Ever uses facial recognition technologies as 
part of the Service. Your Files may be used 
to help improve and train our products and 
these technologies (Paravision, 2020).

The majority can imagine very little of it. Ev-
idence suggests that facial data is likely to be 
used and shared in the form of code. Since on 
dating platforms much personal information is 
often disclosed, the connection with facial data 
can be quite interesting for the development of 
future applications.

As a result, I decided to design a web appli-
cation that would demonstrate this problem to 
the user in a very unexpected way. Using Figma, 
I created a click dummy prototype by showing 
the user’s point of view as well as the other side, 
how things work behind the scenes in the many 
applications. With the help of a slider in the menu 
bar, users could switch between these two sides 
in this prototype. To visually distinguish the two 
pages, I selected a strong contrast. The light 
side represents an everyday user who is able to 
control an avatar in this prototype with the help 
of the webcam and could switch to the dark side 
at any time by being confronted with the collect-
ing mania of the face data in the background.

Discussions with my mentors indicated that 
it is not sufficient to control only a virtual avatar. 
It appeared to be not riveting enough. Therefore, 
I took the concept further to encourage people 
to use the application even more while keeping 
them engaged in the experience.

Figure 12. Prototype V1 (Source: Own representation)
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PROTOTYPE V2

Thereafter, I attempted to refine the commu-
nication strategy and approach it from a teach-
ing perspective, providing the user a lesson or 
throwing them into the deep end to create a 
more conscious behaviour with real applica-
tions. In other words, I aimed to identify the risks 
of biometric facial data concerning commercial 
applications and to advise them on how to pro-
tect themselves from them.

Therefore, the second click dummy proto-
type was geared to prevention. The goal was to 
address the risks of common apps with camera 
access or access to private photos with faces.

To encourage people to use the web appli-
cation more, I drafted a banal application that 
promised you can release neck tension in a 
playful approach with the help of face tracking. 
However, in the background, app stores facial 
images in a database, as in the initial prototype. 
The therapy game was ideal because you can 
capture the face from all sides. The idea of the 
game was to move a point that you can control 
with your nose into the given squares as quickly 
as possible.

Before being able to use it, however, users 
had to accept the terms of use and privacy poli-
cy. In contrast, I have adapted the privacy policy 
in a way that allows with the given consent of the 
user to use their facial data to train facial recog-
nition technologies. 

The users had to decide after the thera-
py game in which facial training category their 
face data should be used. The purpose was to 
put the user in a shocking moment and see for 
themselves that they had agreed to something 
they would never have done if they had read it 
carefully. 

During the tests, though, it was discovered 
that the test subjects found it difficult to under-
stand and, therefore, far too complex and con-
fusing. I lured them more in one direction only 
and through these tests and discussions, it was 
clear that it was also going in the direction of 
deliberate deception and was not considered ef-
fective. Often I was asked whether it was mainly 
about the privacy policy or the therapy method.

I then had to create something far more ef-
fective and simple by focusing on the facial data 
again.

Figure 13. Prototype V2 (Source: Own representation)
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PROTOTYPE V3

I took some time to clear my head and came 
to a crucial realization that a simple photo of a 
person is no longer just a photo, but it is rather 
a defining characteristic of identity. This identi-
ty, for example, can be taken without the knowl-
edge and consent of the person concerned, and 
it could be used as training data for unethical, 
questionable technologies or just be passed on. 

The excessive uploading and downloading of 
facial photos change the meaning of the human 
face enormously. The more our face gets onto 
the internet, the more we lose our identity. 

The situation is similar to gambling. The more 
often you place money, the more likely you are 
to lose it again. I attempted to incorporate this 
analogy and created the third concept on a pro-
totype. I decided to use a very simple game. The 
slot machine is an ideal choice because it ani-
mates the users to use the web application and 
it captivates them in the experience and most 
of it is already known. Unlike in everyday appli-
cations, where photos of people are shared and 
stored in their database, I try to give the chance 
to get those face photos back. I also considered 
the degree of difficulty for the implementation, 
which fortunately was considered feasible. 

Like every technology, there is a bright and a 
dark side. Therefore, facial recognition technol-
ogy also brings with it useful good intentions or 
opportunities, not just dangers. Unlike the other 
two prototypes, my goal was not to direct the us-
ers in a direction I determine myself but to allow 
them make their own decisions – to present a sit-
uation where the possible return is of secondary 
importance to the win of facial images.

With the help of the developed prototype, I 
explained to the user more clearly what my work 
is about. However, I had received feedback that 
without the explanation they did not know why it 
was about face photos at all. Therefore, I imple-
mented an Onboarding screen in this prototype, 
which contains a very short written explanation, 
as well as a self-made video about my intention.

This time I received more positive feedback 
than previously. While it may be abstract, it is 
still understandable because it stimulates you 
to reflect on this topic. During the implementa-
tion, I involved the people more in the process 
and continually adapted the prototype based on 
feedback and concerns.

Figure 14. Prototype V3  (Source: Own representation)
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This year, the visual presentation of our diplo-
ma thesis is especially important. Since a video 
was ideal for me to use on the landing page of 
my web application, I decided to set the video 
length to a maximum of one minute. My goal of 
the video is to effectively convey the context and 
the possible experiences with the web applica-
tion and, at the same time, make them curious 
to use it.

At the beginning of the video, I briefly pres-
ent the scientific context of my work so that a 
connection to the web application can be estab-
lished. Without this, it turned out that many ques-
tions were generated. It was important to me not 
to explain the whole research field of face rec-
ognition technology. During the first storyboard, 
people already have a certain awareness. That 
is why I am going to focus on the project. One 
quarter of the video consists of an introduction 
and three quarters addresses the web applica-
tion. 

I mention that one has the opportunity to 
gain the power of decision over the facial im-
ages and to question the true value of this data. 
Furthermore, I show that they are confronted 
with an ethical and moral decision, whether they 
put their own face or that of another person at 
risk, to win back numerous new facial imag-
es in return. I raise the question of which side 
they choose and encourage them to reflect on 
whether they support or oppose this trend. The 
decision remains entirely up to them. They can 
use my web application and, at the same time, 
address the issue and critically question the way 
they handle this sensitive data in everyday life. 
Finally, I point them to the website.

For the visual appearance, I decided to use 
an animated video, which is strongly oriented on 
the web application. To work more efficiently, I 
decided to draw the plot of the video including 
a short description. So that I do not have to play 
every single animation in my head and thus re-
lieve my work, I used Figma and quickly created 
a template with all transitions and animations. 
This helped me to coordinate the tempo with the 
voiceover and to make changes quickly. For the 
final realization, I used the program Adobe Ani-
mate to refine everything. 

My challenge was to make the transitions 
and animations as dynamic as possible so that 
it did not seem too lifeless and, therefore, static.

V I D E O

Figure 15. FACEPOT Video Screenshot (Source: Own representation)
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bolize the interactive possibility using the out-
lined design without filling. As soon as you move 
the mouse over it, it will be filled in, indicating 
that it is clickable. There is one exception, how-
ever, and that is the credits display, which looks 
like a button but does not react when you move 
the cursor over it. Therefore, I found a good bal-
ance between usability and aesthetics. I rejected 
the idea of zooming on the interactive elements 
while moving over with the cursor, because it 
does not bring any benefit and disturbs the visual 
appearance in my opinion, and interacting with 
the core element in the middle was too much 
of a good thing. The users, on the other hand, 
did not mention or criticize this in the tests. I re-
duced the number of buttons to a maximum of 
three by also taking into account the placement 
of the respective buttons. If the user wanted to 
continue or confirm his/her selection, these 
buttons could be found on the right-hand side. I 
took it from the Apple macOS guidelines, since a 
button that triggers action is supposed to be on 
the very right. I could also observe that subcon-
sciously one orientates oneself first on the right 
side and we are already cognitively equipped to 
look for main actions on the right side.

On the page where you can top up your cred-
its by using facial images, I worked out a concept 
to show the user graphically instead of textually 
the successful upload and detection of the fac-
es. Therefore, it allows you to see directly the de-
tected faces, which is ready to be uploaded into 
the database. 

When winning, I decided to emphasize this 
by inverting the colours and additional flashing. 
I divided it into two areas: standard area and de-
cision area. The idea with the inverting was tak-
en from Prototype V1 to visually distinguish be-
tween the two sections. The dark side with the 
black background should emphasize the critical 
decision that the user can make.

TECHNOLOGIES USED

To realize the web application, I had to plan 
and research everything in detail in advance to 
work efficiently thereafter. For the front-end, I 
used a client-side JavaScript web framework 
called Vue.js, which can be used to create sin-
gle-page web applications or multipage web 
pages for individual sections. This progressive 

JavaScript framework offered me many advan-
tages. It is quite beginner-friendly and, therefore, 
quick and easy to understand. I also found many 
tutorials that provided substantial help.

For recording states, I used a state manage-
ment pattern and library for Vue.js applications 
called Vuex. This helped me to define applica-
tion states like credits or the reward of faces 
among other things. Additionally, I added the 
vue-router package, an official router for vue.js, 
which is used to create routes for single-page 
applications. A router is needed when you need 
to synchronize a URL with the view of an app. 

For the back-end, I used Laravel. A pow-
erful and free PHP web framework. To handle 
requests from the front-end I created routes, 
controllers, and models. All server-side tasks 
are done by Laravel. I chose Laravel because it 
helps to create solid and maintainable web ap-
plications and drastically reduces the develop-
ment effort. Especially the number of lines of 
code is reduced, due to ready-made standard 
functionalities and libraries. What was also im-
portant for me was the security aspect of the 
web application. Especially on the web, SQL 
injections, brute force attacks, and similar hap-
penings are commonplace. Laravel has the nec-
essary ready-made features available, which 
protect against the common attack points in the 
network. To make cheating more difficult, not 
all routes are directly accessible. Therefore, the 
user has to win to get into the actual decision 
area. In addition, the credits by simply changing 
them with the page inspector were considered. 
Unfortunately, you lose all credits if you update 
the browser manually. My next step would be to 
integrate a login system, which would solve this 
problem automatically, but unfortunately, I did 
not have enough time. For an easier and stable 
database administration, I used the MySQL serv-
er, because it is a free open source database and 
known for its reliability.

To make face recognition work in the brows-
er, I used face-api.js, a JavaScript API. Face-api.
js uses different types of models. For face rec-
ognition in this project, an SSD (Single Shot 
Multibox Detector) based on MobileNetV1 is 
implemented. The neural network calculates the 
positions of each face in an image and provides 
the bounding boxes together with the probability 
for each face. This face detector aims to achieve 
high accuracy in the detection of bounding box-

INTRODUCTION

After evaluating the prototype, I decided to 
develop the Prototype V3 further. Therefore, the 
web application went in the direction of critical 
design. I checked the possibility for the imple-
mentation very carefully to keep the schedule 
as well as not to endanger the criteria. I imme-
diately started to work out the idea with Figma 
and continuously tested and evaluated it with 
people. 

VISUAL AESTHETICS

In terms of the visual aesthetics of the web 
application, I tried to keep it as minimalist and 
neutral as possible. A grid helped me especially 
with the placement and size of the objects. For 
the background, I used a greyish white, which is 
assumed softer for the eyes than true white. The 
whole website contains a palette of the follow-
ing three hex colours: #EEEEEEEE, #111111, 
and #FF0000. A colour combination where 
the goal is to make clues stand out with gaudy 
eye-catching colours. The bright red only ap-
pears when the user presses the “Spin button” 
while the credit balance is at zero. The credit 
display lights up for two seconds and then goes 
out again. During the click dummy tests, people 
understood it immediately. The short flashing, as 
well as the colour red, was associated as some-
thing negative and, therefore, something must 
be done about it. It points directly to the problem 
that the credits should be topped up to use the 
slot machine. It is fascinating for me to see that 
small details like this kind of feedback can have a 
significant impact on the user experience. Out of 
curiosity, I set the “Insert Face/s button” to blink 
instead of the credit display. It directly indicates 
that the user has to click on the button, but you 
did not immediately know why.

Concerning the layout, I divided it into three 
main areas to allow an easy overview: at the top 
the menu navigation, in the middle the core el-
ement, and below the core element navigation. 
These main areas can be found throughout the 
other pages, where their position and size re-
main unchanged, thus ensuring consistency. I 
tried to create a sense of familiarity for the user 
on each page. 

The three core elements of navigation sym-
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the internet without their knowledge or consent. 
This was my main goal to achieve that, to in-
crease their existing awareness and encourage 
them to question the development and influence 
in the near future.

Some of them did not even dare to upload 
photos of themselves, let alone put others at 
risk. They had to think several times whether 
they would do it or not. In their opinion a para-
doxical consideration, although they never do 
exactly that in their daily lives. Many revealed 
that they are not aware that photos are no longer 
just photos, but data that could be interesting for 
certain applications.

In the subreddit r/critical design I also re-
ceived the feedback that the result was solid but 
the execution could have been more informa-
tive. It also comes across as too sterile. This was 
clear to me from the beginning that this could be 
a disadvantage or a problem if I endeavour with 
all means to make this topic as neutral as possi-
ble so that the users can form their judgements. 
Perhaps it would have made more sense to influ-
ence them a bit more to make the required deci-
sions after the win.

help of UTKFace dataset, I tested the reactions. 
The endless list of numbers did not yield the 
same effectiveness as a large number of facial 
images. Besides, the raw data face images con-
tain the original data of the shot, which at the 
same time are already prepared for benchmark-
ing an algorithm when uploading and download-
ing on FACEPOT.

I wanted to keep the game very simple with-
out distracting the visitors too much from the 
topic. I decided on a three-reel slot machine with 
a very simple payout table. As soon as the ficti-
tious face symbol stops, you get a payout in the 
form of raw face images. This payout increases 
the more of these symbols stop. In the imple-
mentation, the winning logic played a crucial 
role. To keep the motivation up, I tried to keep 
the visitors on their toes with small winnings, so 
that they don’t give up quickly and instead kept 
playing. The chance of winning had to be adjust-
ed continuously and I decided furthermore not 
to win a fixed number of facial images from the 
face pot but in percentage so that the face pot 
never gets empty. The corresponding facial im-
ages that were won are automatically deleted 
from the database of the web application to en-
sure their uniqueness.

To set the reels with the symbols in motion, 
the “Spin button” must be clicked. You need 
credits for this. The credits can be topped up us-
ing the “Insert Face/s button”. For each face that 
is uploaded and accepted, you will receive one 
credit. It is also possible to upload single pho-
tos with multiple faces, which will automatically 
count the faces and crop and align them accord-
ingly. I played a scenario, which pictures the vis-
itors would upload. Some of them tried to upload 
the same face photo or a photo that didn’t con-
tain a face. This observation helped me to opti-
mize it. Therefore, I can ensure a clean, unique 
face data set, which preserves the value.

FINAL FEEDBACKS

In general, the feedback was mostly positive, 
but there were also some points of criticism. 
Many of the respondents felt that the result was 
an unconventional way of communicating this 
critical topic to a wider audience. Fortunately, in 
their opinion, it makes one think about how we 
deal with photos arbitrarily, often ending up on 

es for faces instead of requiring a low inference 
time. It was also exciting to know that the face 
recognition model was trained on the WIDER 
FACE data set. For facial recognition I used a 
model that is not limited to the face set used for 
training, i.e. it can be used for face recognition 
of any person.

DECISIONS

Instead of a shared web hosting solution, 
I decided to use a Virtual Private Server (VPS) 
running on a Solid State Drive (SSD). This allows 
for even faster performance and thus minimizes 
loading times for the visitor. VPS offers significant 
advantages over other hosting solutions, which 
should be utilized. All virtual servers are encap-
sulated, i.e. they act separately from each other, 
thus increasing security enormously. Since the 
web application is surrounded by countless sen-
sitive facial data, it was an important decision.

During the process, the project title has 
changed several times. The word face, however, 
was always present. As a result, the name FACE-
POT was created, which is derived from Jackpot. 
A link to Facebook can also be made since the 
most popular social network also deals with 
facial images. I saved the domain name on Na-
mecheap and found out that facepot.com was 
already taken. Three top-level domains (TLD) 
were shortlisted: .casino, .app and .win. After a 
short survey, I decided to choose the TLD .win, 
because we all want to win. Playing a game and 
winning is one of life’s simple pleasures. It arous-
es passions and can bring people together in 
the best way. It is also assumed that you can win 
something with the web application. According 
to GoDaddy, “Pot” is a buzzword of high value, 
which achieves an average sales price of CHF 
2’159.00. Furthermore, “Face” is a frequently 
used keyword and “Facepot” is memorable.

I carefully considered whether the visitors 
will obtain raw aligned and cut facial images or 
rather faceprints consisting only of numerical 
numbers. I decided on the first one because, 
thanks to the conversations and research on the 
internet, I found out that the faceprints could 
vary between the individual companies, for ex-
ample, and thus make the exchange more diffi-
cult. Therefore, I was looking for a compromise 
in which everyone could use the data. With the 
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F A C E P O T . W I N

Figure 16. FACEPOT Win (Source: Own representation)
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Figure 18. FACEPOT Insert Face/s (Source: Own representation)
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Figure 17.     FACEPOT Slot Machine (Source: Own representation)
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Figure 19. FACEPOT Decision (Source: Own representation)
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Figure 21. FACEPOT Decisions (Source: Own representation)Figure 20.     FACEPOT Decision 2 (Source: Own representation)
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The last few months have been very intense 
and have been difficult and instructive at the 
same time. 

I did not shy away from learning something 
completely new for the theoretical part, from 
making more effort with the attitude than I would 
have chosen a subject area where knowledge 
already exists. In the initial phase, I explored var-
ious subject areas that had a particularly strong 
correlation between man and machines.

Therefore, at the beginning, I pursued an 
overly speculative direction, exploring the in-
teraction between a computer with a mind and 
its operator. However, based on feedback and 
conversations, I realized that a very speculative 
topic is very difficult for outsiders to understand. 
As a result, I lacked facts on which to base my 
findings and I interpreted far too much into it on 
my own. Therefore, my ideas and plans were of-
ten not understood. 

I will keep this insight in mind for future pro-
jects, while integrating people in the process 
continuously, and gathering their input instead 
of just relying on my thoughts and ideas. I start-
ed to use this approach in the prototypes of this 
bachelor thesis, and even then, I noticed that rel-
atively few people were still involved in the de-
velopment of the first two prototypes. I changed 
this in the second and third prototypes, evalu-
ated the opinions, and tried to understand their 
perspective to build on it and optimize the proto-
types accordingly.

I also noticed how difficult it was for me not 
to work in a team where people can support and 
motivate each other. Especially in the current 
challenging times, in new normality due to the 
COVID-19 pandemic, this made it even more dif-
ficult. I completely missed the direct exchange 
and it taught me to appreciate this even more. 
During the final implementation phase with the 
tight period, I noticed intensively that despite 
mature planning and commitment, this could 
not be compensated for. Therefore, I would have 
liked to work further on some areas (see Future 
Steps on page 84).

Surprisingly, I also encountered something 
exciting. I never noticed it throughout my stud-
ies. For example, when I wanted to convey an 
idea using visual aids, such as a sophisticated 
and highly polished mockup, the respondents 
often generated unspecific questions and an-
swers about the aesthetics instead of the core 

idea. Unfortunately, I discovered this too late, but 
better than never. Therefore, I will sketch more in 
the future and use this as a quick explanatory aid, 
which will allow the respondents to concentrate 
on the essential aspects instead of distracting 
and overburdening them with the visuals. The 
right time should also be considered the current 
stage of the project must be indicated to prevent 
misconceptions.

During my studies, I was able to gain some 
experience in front-end web development. To 
make an application work, it is necessary to have 
the back-end, which takes care of the implemen-
tation of the functions. For my bachelor thesis, 
I had to view many tutorials, trying things out, 
and receiving support from open communities 
on the internet. This led me to learn much in the 
back-end area. This was the greatest challenge 
of my work, which required a significant time 
and effort, although it paid off in the end. It was 
important to me that at least the main function of 
the web application was functioning so that the 
audience could interact with it.

L E A R N I N G S
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As a prospective interaction designer, deal-
ing with this topic was both fascinating and, at 
the same time, worrying. The topic will particu-
larly affect interaction designers in the area of 
user experience, and they will need to keep an 
eye on the responsibility and consequences and 
think in all categories. Biometric technologies, 
such as face recognition, increasingly influence 
daily habits and consumption in a tailor-made 
way. Moreover, it can be used in unimaginable 
and not yet existing areas of application. The 
field is, therefore, still very wide open. Already to-
day we are getting used to applications in which 
it is already implemented and practically don’t 
notice it anymore. FaceID developed by Apple 
showed the masses in 2017 that face recogni-
tion technology exists and works.

Currently, we are in a situation where it is 
crucial to act early to contain potential risks 
while respecting personal rights and privacy. 
This should involve all parties, whether it is de-
velopers, researchers, users, or the government.

I followed a critical theory-based design ap-
proach to challenge the assumptions and ideas 
about the role of biometric facial data in every-
day life. It was a challenge to make the abstract 
intangible topic tangible for a broad audience. 
Therefore, I tried to give an impulse with my work 
that should raise awareness and make people 
think about it. My work offers the chance to gain 
the collected facial data as well as the power 
over them to question the real value of this data. 
To entice users to question their use of person-
al photos of faces, which is put at risk every day 
in the world. A face contains extensive informa-
tion that is so unique to a person that the use of 
face recognition technology is perceived as very 
personal. Every time a face appears on the inter-
net, it may become part of a facial recognition 
database. This collective mania is changing the 
meaning of the human face dramatically. It can 
be seen as a new kind of currency.

Despite the complexity of the topic, I tried to 
get a more detailed overview and mostly ques-
tioned the development and distribution of these 
systems as well as people’s awareness of how to 
handle their facial data. I concluded that the face 
is a valuable and sensitive source of data in this 
fast and strongly developing time in the field of 
computing power and artificial intelligence.

Facial data can tell a simple app developer 
more than the human eye can see with the help 

of facial recognition technology. Forrester’s 
Khatibloo, for example, notes that researchers 
have used facial recognition technology to de-
termine the sexual orientation of people based 
solely on normal photos with a very high success 
rate. He explained, however, that while this study 
has its limitations, the technology will leapfrog 
much faster than consumers and regulators will 
realize. When I think about it, the potential for 
misuse is limitless. That is why it justifies obtain-
ing a special permit, which should be critically 
evaluated by the data protection commissioners 
to contain the potential for malpractice.

“Fate is written in the face“ (Fellini, n.d.).

This normality can build a future in which we 
become powerless over a form of surveillance 
that goes far beyond anything we have known up 
to now. As we know, we have only one face, and 
it is not something that can be easily changed.

Before my studies, I saw every new technolo-
gy as useful and as progress for mankind, where 
the advantages outweigh the disadvantages. 
During my studies and especially while working 
on this topic I concluded that new technologies 
with its design decisions only reveal their real 
impact on society over time and after some clar-
ification. This has opened my eyes, which will 
accompany me for the rest of my life.

C O N T R I B U T I O N
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Based on a priority list, I worked through the 
most important functions. Although I finished 
my bachelor project, I would like to mention that 
there are still some points that I would like to im-
prove and add. 

I would have liked the landing page, or rather 
the first page for new visitors, to have worked out 
further. Since it was a very tight period to devel-
op a web application with limited experience, I 
reduced this start page to the minimum, so that 
the visitors still understand briefly and concisely 
what the website is all about. My first next step 
would be to make the start page more inviting 
and exciting so that the visitor becomes familiar 
with the site despite the critical topic. It is, there-
fore, conceivable to equip this site with scroll-
ing events including animations or illustrations, 
which take up the topic even further. The first 
impression is especially important.

Also when uploading the pictures, my future 
step would have been to show the user several 
hints visually, for example, if the face is already 
in the database, the file is too large, unknown or 
wrong file type is selected, more than 120 pic-
tures are uploaded at once or the face is not rec-
ognized. I implemented this at the beginning and 
took it out again according to the user feedback 
because too many hints appeared at once and 
disturbed the interactive elements visually. Here 
I would have liked to work out a concept that is 
aesthetically simple and easy to understand.

Finally yet importantly, it would have been in-
teresting to work out something additional after 
the decision and after downloading., for exam-
ple, a platform where users can exchange or sell 
the facial images they have won to make it even 
more informative.

F U T U R E  S T E P S
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